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Automatic Detection for Academic Articles Using Pooling Method
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In machine learning study, we need to prepare test collections for conducting text categorization
experiments. However, it has been frequently pointed out that constructing labeled data set is costly
and / or time-consuming. The purpose of this study is automatically identifying and collecting
academic articles in Japanese PDF files on the Web. Then, we conducted the automatic detecting
experiment using pooling method and compared the performance of various classifiers. Results
confirm usefulness of pooling method in this experimental environment.
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