
To Introspect or not:  
Invitation to Experimental Syntax 

2015/5/20 @ ICU 
(and subsequent occasions)

Shigeto Kawahara

Keio University

The Institute of Cultural and Linguistic Studies



Introduction



Grammatical judgment in syntax: 
Lasnik & Saito (1984: 266-270)

* Whyi do you believe the claim that John left ti? 

?*Whati do you believe the claim the John bought ti? 

??Whoi thinks that whoj won the election? 

?Whoi ti thinks that for that reasonj John left tj? 

Whoi do you believe ti to be intelligent?



A bit of self-introduction

I got interested in generative linguistics during my 
undergraduate time at ICU (around 1999). 

I was first interested in syntax, thanks to Prof. Tomo Yoshida. 

I converted to a phonologist during my exchange study at UC, 
Santa Cruz. 

The reason, partly, was because I couldn’t follow the judgment 
patterns in English…or, in all honesty, some of those in Japanese. 

I wrote a senior thesis on phonological theory, which is, with 
hindsight, surprisingly good (which I even came back to in 2014).



Continued
But that BA thesis used any kind of “sound-related pattern” as 
phonological. 

In 2001, when I presented the theory at a conference, Prof. Haraguchi 
warned me against that attitude, although I did not take it very well. 

During my graduate time at UMass, I converted again to an 
experimentalist. I started appreciating that advice.  

During my professorial time at Rutgers, I was interacting with Julien 
Musolino and Kristen Syrett, who were concerned about the quality 
of syntactic and semantic judgments on scopal interactions. 

I now think that examining the quality of evidence for generative 
studies in general is crucial (Kawahara 2015, Linguistic Vanguard).



Grammatical judgment in syntax: 
Lasnik and Saito (1984: 266-270)

* Whyi do you believe the claim that John left ti? 

?*Whati do you believe the claim the John bought ti? 

??Whoi thinks that whoj won the election? 

?Whoi ti thinks that for that reasonj John left tj? 

Whoi do you believe ti to be intelligent?
Cited and discussed in Pullum 2013



A Japanese example
Taroo-wa[[Hanako-ga nani-o katta]ka] kikimashita ka？ 

- Did Taro ask Hanako what she bought? (embedded scope) 

-?? What is x, such that Taro asked Hanako whether she 
bought x? (matrix scope) 

-There has been a huge debate about whether the 
embedded wh-element can take a matrix scope (i.e. whether 
Japanese has a wh-island effect or not).



My position

To be clear, I am not an anti-generative linguist. It may 
probably be safe to say that I (sometimes/often/from time 
to time) study languages from the generative perspective.   

But I do think that the methodology—or attitude, if I 
may—of the generative linguistics should be better 
justified and defended. 

I am not even claiming that the generative methodology 
is wrong. We need quantitative justification of our 
methodology (even if that is for a sociological reason). 



Recommended (short) 
background reading

Available 
online



Some criticisms 1 (from the 
assigned reading: Phillips 2009)

“Generative theories appear to rest on a weak empirical 
foundation, due to the reliance on informally gathered 
grammaticality judgments.” (Ferreira 2005, p. 365)  

“Judgments are inherently unreliable because of their 
unavoidable meta-cognitive overtones, because 
grammaticality is better described as a graded quantity, 
and for a host of other reasons.” (Edelman & 
Christianson 2003, p. 60)  



Some criticisms 2

“One might in fact conclude that we have not yet 
developed a means to evaluate empirical bases for 
hypotheses in generative grammar that is compelling 
enough to the majority of the practitioners. An evaluation 
of a given hypothesis thus tends to have an arbitrary 
aspect to it, influenced by such factors as whether or not 
the terms and concepts utilized are taken from a theory 
currently in fashion ..” (Hoji & Ueyama 2007, p. 2)  



Some criticisms 3

“Unfortunately, the findings of the experimentalists 
in linguistics very rarely play a role in the work of 
generative grammarians. Rather, theory 
development tends to follow its own course, tested 
only by the unreliable and sometimes malleable 
intuitions of the theorists themselves. The theories 
are consequently of questionable relevance to the 
facts of language.” (Wasow & Arnold 2005, p. 495)



Some criticisms 4

“Chomsky’s policy that the subject matter of 
linguistics is psychological in nature does not 
provide any reason for assuming that the 
purported facts that linguists have hitherto 
adduced as evidence for or against particular 
analyses are psychological in nature, nor even that 
they are strictly speaking facts (McCawley 1986: 
28).”



Gibson & 
Fedorenko 

2010



Summary of the issues
Generative grammarians generally rely on introspection-
based data. 

This methodology is often frowned upon by psychologists 
and cognitive scientists (and phoneticians). 

Not quantitative (statistically supported?); unreliable; 
cherry-picking; biased… 

Again, I am not saying that these criticisms are valid 
outright. I am saying that there’s not enough constructive 
conversation.



Part I: Some 
examples of 

experimental syntax



Superiority condition

Superiority condition: 

I’d like to know whoi ti hid where. 

*I’d like to know wherei who hid it ti. 

Superiority condition ameliorated with an 
additional wh-element (Kayne 1983)? 

?I’d like to know wherei who hid it when ti.



Clifton et al. (2006)
a. I’d like to know who hid it where.   

b. (*)I’d like to know where who hid it.    

c. (?)I’d like to know where who hid it when. 

  

Comparing (b) and (c), this grammatical judgment 
experiment shows that the extra wh-element does not 
really “rescue” the superiority violation, contra Kayne 
(1983).

86% 

14% 76% 

24%



That-trace effect

Whoi do you think ti would win? 

*Whoi do you think that ti would win? 

Whoi do you think John would hit ti? 

Whoi do you think that John would hit ti?



Cross-speaker 
consistency: Cowart (1997)



Zooming in

NoThat   WithThat

Sub Obj



The message

Some syntactic effects are replicable with 
experimentation (the that-trace effect). 

Some effects are not (the amelioration of the 
superiority violation).  

What should we do when intuition-based data 
and experimental data disagree?



Availability of Pair-list answers 
(Achimova et al., NELS)



subject/object asymmetry?

They found a subject/object asymmetry. 

and between-speaker variability at the same time!



Right Branch Condition 
and rendaku (Otsu 1980)
nise [tanuki-jiru]   vs.   [nise  danuki]  jiru 

nise  tanuki jiru             nise   danuki     jiru 

Rendaku only applies to elements on the right branch. 

A celebrated example in intro to Japanese linguistics 
class. The role of c-command in phonology? (and 
much subsequent work by Ito and Mester)



Kumagai (2014)

The status of Right Branch Condition (RBC) has been 
debated (Vance 1980; Kubozono 2005), but it was more or 
less taken for granted in theoretical phonology. 

In particular, Ito and Mester’s theory of rendaku often 
developed around RBC (1986, 2003, 2007). 

Kumagai’s (2014) experiment shows that only a small set of 
naive native speakers are sensitive to RBC. Many of them 
could not choose the “right” rendaku forms, given contexts.



Kumagai’s results

Not sensitive to RBC

sensitive  
to RBC

“Anti”-RBC



From an anti-generative 
perspective

“A heresy 
article” for 
generative 

linguistics? 

GG’s general 
concern (cf. 

Pesetsky’s LSA 
plenary talk) 



Against hierarchical 
structure?

“In this paper, we question this practice [of using hierarchical 
structures], not so much for language analysis but for the 
description of language use (p. 2).” 

“This is not to say that hierarchical operations are non-existent, 
and we do not want to exclude their possible role in language 
comprehension or production. However, we expect that 
evidence for hierarchical operations will only be found when 
the language user is particularly attentive, when it is important 
for the task at hand (e.g. in meta-linguistic tasks) (p. 8)” 



Maybe it would be fine that RBC is visible when 
the language users “are particularly attentive”, as 
long as RBC exists  

RBC is competence; the null results in the 
experiments were an issue of performance. 

(But performance should not be used as a 
“convenient trash box”)



The Japanese wh-island effect 
(or lack thereof) revisited

Taroo-wa[[Hanako-ga nani-o katta]ka] kikimashita ka？ 

- Did Taro ask Hanako what she bought? 

-?? What is x, such that Taro asked Hanako whether she 
bought x? 

The availability of the matrix scope reading has been 
controversial (Nishigauchi 1990 vs. Lasnik & Saito 1984), 



Yoshida 1998
Dare-ga katta ndai? 

*Taroo-ga katta ndai? 

“ndai” requires a wh-reading.  

*John-wa [Mary-ga nani-o katta ka] shitteiru ndai? 

The matrix reading should be impossible!  



But wait! Isn’t prosody 
relevant?

- For a long time, there has been an observation 
that focal accent on the embedded wh-element can 
yield the matrix reading (also acknowledged in 
Yoshida 1998; Tomioka 1997). 

John-wa [Mary-ga NANI-o katta ka] kikimashita ka 

- Maybe the intonation is crucial? (Deguchi & 
Kitagawa 2002; Ishihara 2003 et seq.)



Ishihara (2003)
Focal boost on wh-
elements. 

Pitch compression 
effect after wh-elements 
(focused elements in 
general)



Ishihara (2003)

The pitch 
compression 
domain = the scope 
of the wh-element.  

=> further 
developed by N. 
Richards as the 
universal condition 
on licensing wh-
elements.



Richard’s Uttering Trees
Richards’s second proposal, “Beyond Strength and Weakness,” is 
an attempt to predict, for any given language, whether that 
language will exhibit overt or covert wh-movement. Richards 
argues that we can predict whether or not a language can leave 
wh in situ by investigating more general properties of its 
prosody. This proposal offers an explanation for a cross-
linguistic difference—that wh-phrases move overtly in some 
languages and covertly in others—that has hitherto been simply 
stipulated. In both these areas, it appears that syntax begins 
constructing a phonological representation earlier than 
previously thought; constraints on both word order and prosody 
begin at the beginning of the derivation.



Hirotani (2005): Production
山崎は　　飲み屋が　何に　悩んでいたか　見破れたのかい？

山崎は　　飲み屋が　何を　悩んでいたか　見破れたんだい？



Hirotani (2005): Comprehension

It is not (so much) a matter of production, but comprehension? 
(viz. is it a matter of competence at all?). 

What if the stimuli did not make sense to the participants, and 
they could only hear focused NANI?



Relegating everything to 
performance?

The reductionist approach: attributing “grammatical 
effects” to non-linguistic, cognitive issues. 

A prominent example is wh-island effects; one could 
argue that these sentences are considered as “bad”, 
because they are hard to process (e.g. Kluender 2005). 

  Sprouse et al. (2012) show that there are no 
correlations between each individual’s working-
memory capacity and ratings of island-violating 
sentences. 



What’s crucial is not the 
conclusion per se

There is an actual conversation here, between 
“reductionists” and “generativists” on the same 
footing. 

I find this line of research very promising. There’s 
the same kind of tension between phoneticians and 
phonologists (cf. J. Ohala’s work). 

Recommended reading: “Colin Phillips (2013) Some arguments 
and non-arguments for reductionist accounts of syntactic 
phenomena. Language and Cognitive Processes 28:156-187.”



Some messages
Experiments may not support “linguistic effects” 
outright (e.g. RBC). But that does not mean that those 
linguistic effects are not real. 

Experiments may reveal some complicated issues, 
such as a difference b/w linguists and non-linguists, b/
w production and perception, b.w competence and 
performance, etc. 

Experiments allow generativists to constructively 
respond to “reductionism”. 



Part II: Addressing 
the criticism 

empirically



Recent responses to the criticisms 
against generative methodology

Some conceptual responses (e.g. Marants 2005; 
Phillips 2009). 

An additional way to be even more constructive: 
Experimentally testing that “the introspection-
based data out there” is in fact reliable. 

Jon Sprouse (UConn) has been developing a 
notable research program along this line.



Sprouse, Jon, Carson T. Schütze, & Diogo Almeida 
(2013) A comparison of informal and formal 
acceptability judgments using a random sample 
from Linguistic Inquiry 2001-2010. Lingua 134: 
219-248.



From the abstract
“We tested 296 data points from the approximately 
1743 English data points that were published in 
Linguistic Inquiry between 2001 and 2010. We 
tested this sample with 936 naïve participants using 
three formal judgment tasks (magnitude estimation, 
7-point Likert scale, and two-alternative forced-
choice) and report five statistical analyses. The 
results suggest a convergence rate of 95% between 
informal and formal methods, with a margin of 
error of 5.3–5.8%."



Sample pair-wise 
comparisons

• ?? Thomas tried to have stopped the thief. 

• Thomas tried to stop the thief. 

(Martin 32.1) 

• ??What did the students claim at that time that the teacher 
said? 

• At that time, what did the students claim that the teacher 
said? 

(Boskovic 34.4)



Targets
150 such pairs, one member of which was deemed 
unacceptable. Randomly sampled from LI 
(2001-2010).  

Only US English data. (A hint for future studies!) 

Tested these 300 pairs of sentences with 8 different 
lexical compositions (300*8=2400).   

Collected responses (online) from participants who 
are not linguists.



Directionality analysis

Predicted 
diretion

Opposite 
direction

Total

ME 
(MagEst)

146 (99%) 2 148

LS 
(LikSc)

143 (97%) 5 148

FC 
(FrcdCh)

144 (97%) 4 148



Statistical analyses 
(sample)



Sprouse, Jon & Diogo Almeida (2012) Assessing the 
reliability of textbook data in syntax: Adger's Core 
Syntax. Journal of Linguistics 48: 609-652. 



The abstract
“In this paper we empirically assess this claim by 
formally testing all 469 (unique, US-English) data 
points from a popular syntax textbook (Adger 2003) 
using 440 naive participants, two judgment tasks 
(magnitude estimation and yes–no), and three 
different types of statistical analyses (standard 
frequentist tests, linear mixed effects models, and 
Bayes factor analyses). The results suggest that the 
maximum discrepancy between traditional methods 
and formal experimental methods is 2 %”



A brief look into the 
content



Summary: Sprouse (2015)



I wonder if we can do a similar kind of 
assessment for the Japanese data out there. 

A great topic for your research! A similar study 
(perhaps with a smaller scale) can be a great topic 
for your BA or MA research.  

See Linsen & Oseki (2015) below.



Linzen & Oseki (2015)
The reliability of syntactic acceptability judgments has come 
under criticism in recent years. Studies conducted in response 
have shown that the vast majority of published judgments in 
English are robust. We present two judgment collection 
experiments, in Hebrew and Japanese, which investigated 
whether this holds for less widely spoken languages as well. 
Between a third and a half of the judgments we deemed 
questionable did not replicate. We argue that English judgments 
are more robust because of an informal peer review process; to 
extend this process to other languages, we propose an online 
platform that would enable vetting judgments or expressing 
concern about them.



The Japanese results





The Hebrew data 



Some remaining 
issues I: Task effects



Several experimental 
formats

A Lickert-scale experiment (LS) 

A yes/no judgment (YS) 

Magnitude estimation (ME) 

A head-to-head experiment (a.k.a. 2-alternative 
forced choice: 2AFC or simply, FC)



Statistical power: How likely would we find a 
statistically significant difference. 

Based on Sprouse & Almeida 2012



Kawahara (2015) on 
Lyman’s Law

Rendaku is blocked when there is another voiced 
obstruent already. 

[takara+kuji], [oo+tokage] 

A LS experiment (Kawahara 2012) vs. a FC 
experiment (Kawahara and Sano 2014)
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Mark Zuckerberg knew…



Some remaining 
issues II: The issue 

of gradience



Grammatical-
ungrammatical dichotomy
Every sentence is either generatable or non-
generatable by the grammar (Chomsky 1957). 

Every word is either permitted by grammar or not: 
blick, brick vs. bnick (Halle 1973).  

There should be a dichotomy between grammatical 
structures and ungrammatical structures (both in 
phonology and syntax).



Gradient phonotactic 
judgment: Daland et al. (2011)



Gradient sentence 
judgment: Sprouse (2015)

blue: sentences w/o diacritic 
red: sentences w/ diacritic



A way out?
Grammar is dichotomous; it is our cognitive system 
(a.k.a. performance) that “gives a gradience flavor” to any 
concept. 

In fact, mathematically dichotomous concepts can yield 
gradient judgments: 

Odd number vs. even number: 7952 vs. 8 

Female vs. male: nurse, mum, police woman, cow girl 

Existing vs. non-existing: unicorn vs. round triangle



From 

Armstrong 
et al. (1983)



Even mathematically dichotomous distinctions can be 
perceived with gradience. 

But what’s the evidence to assume that grammaticality is 
dichotomous? (Sprouse 2007) 

Or should we admit that grammatical judgments are 
gradient? How should the grammatical theory look like 
then? e.g. a MaxEnt grammar (Hayes & Wilson 2008). 

Recall that this issue is relevant to phonological theories 
as well (very much so!). 







Some concluding remarks

I believe that the most constructive way to 
respond to the “anti-introspection-data criticism” 
is to show, quantitatively, that the introspection-
data (a.k.a. “our method”) are reliable. 

Maybe more can be done for Japanese? 

Experiments are not that hard these days. 
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Overview papers: 
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- Sprouse, J. 2015. Three open questions in experimental syntax. Linguistic Vanguard. 

Two very famous monographs: 

- Cowart, W. 1997. Experimental syntax: Applying objective methods to sentence judgments. Thousand 
Oaks, CA: Sage. 

- Schütze, C. T. 1996. The empirical base of linguistics: Grammaticality judgments and linguistic 
methodology. Chicago: University of Chicago Press.


