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Abstract Three experiments are reported that collectively
show that listeners perceive speech sounds as contrasting audi-
torily with neighboring sounds. Experiment | replicates the
well-established finding that listeners categorize more of a [d—
g| continuum as [g] after [1] than after [r]. Experiments 2 and 3
show that listeners discriminate stimuli in which the energy
concentrations differ in frequency between the spectra of neigh-
boring sounds better than those in which they do not differ. In
Experiment 2, [alga—arda] pairs, in which the energy concen-
trations in the liquid-stop sequences are H(igh) L(ow)-LH,
were more discriminable than [alda—arga] pairs, in which they
are HH-LL. In Experiment 3, [da] and [ga] syllables were more
easily discriminated when they were preceded by lower and
higher pure tones, respectively—that is, tones that differed from
the stops’ higher and lower F3 onset frequencies—than when
they were preceded by H and L pure tones with similar fre-
quencies. These discrimination results show that contrast with
the target’s context exaggerates its perceived value when ener-
gy concentrations differ in frequency between the target’s spec-
trum and its context’s spectrum. Because contrast with its
context does more that merely shift the criterion for
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categorizing the target, it cannot be produced by neural adap-
tation. The finding that nonspeech contexts exaggerate the
perceived values of speech targets also rules out compensation
for coarticulation by showing that their values depend on the
proximal auditory qualities evoked by the stimuli’s acoustic
properties, rather than the distal articulatory gestures.

Keywords Context effects - Auditory contrast -
Compensation for coarticulation - Speech - Nonspeech

The percept of a speech sound is affected by its context (Repp
1982, and many others). Among the well-studied context
effects is Mann’s (1980) finding that listeners respond “ga”
more often to the [da—ga] continuum after [al] than after [ar].
This effect has provided considerable empirical evidence in the
debates between “auditorists,” who argue that the objects of
speech perception are auditory qualities (Diehl and Kluender
1989; Diehl et al. 2004; Lotto and Holt 2006; Lotto and
Kluender 1998), and “gesturalists,” who argue that they are,
instead, articulatory gestures (Fowler 1986, 2006; Liberman
et al. 1967; Liberman and Mattingly 1985, 1989)." Auditorists
explain this and similar context effects as a product of auditory
contrast between the target sound, the syllable from the [da—ga]
continuum, and its context, the preceding [al] or [ar]. A stop
whose F3 onset frequency is intermediate between [d]’s high

! The gesturalist account encompasses two distinct accounts of these
perceptual objects, the motor theory (Liberman and Mattingly 1985,
1989; Liberman et al. 1967) and direct realism (Fowler 1986, 2006), that
differ in their theoretical rationales for choosing gestures as the objects of
speech perception. For our purposes, all that matters is that both theories
propose that the objects of speech perception are articulatory gestures and
that many context effects, including the effect of [al] versus [ar] on
percepts of a following [da—ga] continuum examined here, are produced
by listeners’ compensating for coarticulation. Since the direct-realist
account treats the perception of speech sounds like the perception of
other events in the world, it is a more general alternative than the
motor-theory account to the auditorist account and, therefore, is the focus
of our discussion of the gesturalist alternative.
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value and [g]’s low one is heard more often as having a lower,
more [g]-like F3 after [1]’s high F3 than after [r]’s low F3.
According to gesturalists, listeners instead compensate for
coarticulation with the preceding liquid. The stop with an am-
biguous place (= intermediate F3 onset frequency) is perceived
as having been pulled forward by [1]’s more anterior articulation,
and the listener compensates for this fronting and hears it more
often as the posterior alternative [g]. We report three experiments
that jointly support the auditorist account over the gesturalist
account—that is, contrast over compensation. The results also
show that auditory contrast between target and context exagger-
ates the perceived value of the affected acoustic property in the
target, rather than shifting the criterion for deciding what cate-
gory the target sound belongs to. In the next section, we develop
a detection-theoretic model of exaggeration and criterion shifts
to show how we test these claims empirically.

Modeling context effects on response bias and sensitivity

The panels in Fig. 1 display response-likelihood distributions to
adjacent stimuli along a [d—g] continuum with respect to the
corresponding perceptual dimension (Macmillan and Creelman
2005). The sensitivity measure d' is the distance between the
means of these two distributions, in units of their standard
deviation. The criterion used to decide whether the stop is “d”
or “g” is represented by the vertical line labeled “?”. Its value, c,
represents the listener’s response bias. Percepts that fall to the left
of'it lead to “d” responses, those to the right to “g” responses. The
criterion is placed midway between the distributions in Fig. 1(i)
to show that responding is unbiased when no context precedes
(c=0). The value of d is 2; it equals the perceptual distance
between the means of the response-likelihood distributions.

Figure 1(ii) shows how a preceding [1] context might shift
the criterion, in the figure from 0 to —0.5, for deciding whether
the following stop is [d] or [g] without changing the listener’s
sensitivity to the difference between those two stops; compare
the horizontal position of the dotted decision criterion in
Fig. 1(i1) with the solid one in Fig. 1(i). This criterion shift
decreases the proportions of the areas below the criterion under
both the “d” and “g” distributions, from 0.841 and 0.159 to
0.691 and 0.067. Responses are biased toward “g”: ¢ changes
from 0 to 0.5, but sensitivity to the difference between the two
stimuli does not change, because the means of the response-
likelihood distributions do not shift and @’ remains 2.2

Figure 1(iii) shows how the preceding [I] could, instead,
change sensitivity to the difference between adjacent steps
along the [d—g] continuum rather than shifting the criterion,
which remains fixed at 0; compare Figure 1(i). By shifting the

2 In discussing Experiment 2 below, we show how two criterion shifts, in
opposite directions, could in principle change sensitivity in a discrimina-
tion task.
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entire “‘g” response-likelihood distribution away from the “d”
distribution, by as much (0.5) as the criterion shift in
Figure 1(ii), the proportion of the area under the “g”
response-likelihood distribution below the decision criterion
again decreases from 0.159 to 0.067, but that under the “d”
response-likelihood distribution remains unchanged at 0.841,
and the d’ value jumps from 2 to 2.5. The bias toward “g”
responses again increases, although only to ¢=0.25.

This modeling exercise shows that both a criterion shift and
exaggeration alter response biases (c values) in categorization
tasks but that only exaggeration also changes sensitivity to
differences between adjacent stimuli in discrimination tasks. This
discussion of context effects’ psychophysics does not, however,
reveal the psychological processes responsible for these effects.

Psychophysics and psychological processes

How might the target “contrast” with its context? In
discussing Lotto and Kluender’s (1998) account, Fowler
(2006) ascribed the context’s contrastive effects to reduced
perceptual sensitivity to acoustic values in the target that have
been shifted by coarticulation with the context—that is, to the
“assimilative effects of /I/ and /t/ during /d/ and /g/” (p. 163).
The high versus low energy concentrations in [1]’s versus [r]’s
spectrum reduce listeners’ sensitivity to the raised or lowered
energy distributions in the stop’s spectrum caused by
coarticulation with a preceding [1] or [r], which in turn lowers
or raises the perceived energy concentration in an intermediate
stop’s spectrum and causes it to be preceived more like [g] or
[d], respectively. If contrast between context and target works
by changing sensitivity in this way, it should shift the listener’s
decision criterion, as depicted in Fig. 1(ii).

Alternatively, contrast could exaggerate the target’s per-
ceived value for whichever acoustic properties differ from
those in its context and increase the listener’s sensitivity to
differences between adjacent stimuli along the continuum, as
depicted in Fig. 1(iii). Stephens and Holt (2003) showed that
listeners were significantly better at discriminating both adja-
cent syllables from a [da-ga] continuum and adjacent non-
speech stimuli consisting of the first 80 ms of the syllables’ 2
and F3 transitions when the more [da]-like syllable or transi-
tions were preceded by [ar] and the more [ga]-like ones by [al]
than vice versa. Contrast with the preceding context increased
sensitivity for both sorts of targets even though listeners could
categorize the syllables far more consistently than the transi-
tions, and they discriminated the syllables, but not the transitions,

3 Fowler (2006) used “sensitivity” in a quite different sense than we do.
Her sense refers to how well listeners perceive that a sound has a
particular value for an acoustic property, and not to how well they
perceive the difference between the values of neighboring sounds along
the continuum. We use it in this alternative sense in the next paragraph,
where we discuss contrast as exaggeration.
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Fig. 1 “d” (solid line) and “g” (dashed line) response-likelihood
distributions, their means (thinner, unlabeled solid lines), and decision
criteria (thicker vertical lines topped with “?”’) for when there is no
preceding context and responding is unbiased (i), as compared with when

better near the category boundary than near the continuum end-
points. These findings show that contrast between a target and its
context can exaggerate the target’s perceived value independently
of any shift in the criterion for categorizing it.

Both a criterion shift and exaggeration are compatible with
the auditorist account of context effects, because contrast
between the context’s and target’s spectra either can shift the
criterion for deciding whether energy is concentrated low
enough in the stop’s spectrum for it to qualify as an instance
of the category [g] or can exaggerate the perceived lowness of
that energy concentration. However, only a criterion shift is
compatible with direct realism’s compensation account, be-
cause an exaggerated percept does not represent the signal’s
acoustics veridically and such a distortion of the information
provided by the acoustics would prevent the listener from
reliably recovering the articulations that produced them. An

[d-g]

[1] precedes and shifts the decision criterion (dotted line) 0.5 units to the
left (ii) or exaggerates the perceived lowness of the [g]-like stimulus and
shifts the “g” response-likelihood distribution 0.5 units to the right (iii)

exaggerated percept is “heteromorphic” to the extent that its
values differ from those of the proximal stimulus and, thus,
deviates from the “homomorphy” between the proximal
stimulus’s values and the articulatory gestures that produced
it (Fowler 1990, pp. 1246—1247). Shifting a criterion to com-
pensate for coarticulation would not, however, introduce
heteromorphy—quite the contrary, because it is produced by
an accurate parsing of the target sound’s and its context’s
articulatory influences on the signal’s acoustics (Fowler
1994, 1996, 2005, 2006; Fowler and Brown 1997; Fowler
and Smith 1986; Pardo and Fowler 1997). Therefore, finding
evidence that the target sound’s context not only shifts the
criterion for categorizing it, but also exaggerates its perceived
value would rule out compensation for coarticulation as it is
conceived in the direct-realist account as the mechanism re-
sponsible for the criterion shift itself. Stephens and Holt

@ Springer
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(2003) present such evidence for nonspeech targets; Experi-
ments 2 and 3 present similar evidence of exaggeration for
speech and nonspeech contexts, respectively.

Is contrast the only means by which the target’s perceived
value could be exaggerated? Couldn’t the context’s effect on the
perception of the target—that is, the extent to which the listener
compensates—be a direct function of how much the listener
perceives the target as coarticulated with that context, and couldn’t
greater compensation for coarticulation with more extreme con-
texts increase the perceived difference between the targets? If a
coarticulated segment overlaps more with an articulatorily differ-
ent context in one token than in another, its acoustic properties
should be altered more in that token, and therefore, the listener
would have to compensate more for those effects in recognizing
the affected sound. They could succeed in doing so by shifting the
criterion farther for deciding whether that sound belongs to the
category corresponding to the direction in which the context has
shifted its acoustic properties. For example, if [1] overlaps more
with a following [g] in a particular token and, as a result, raises
that [g]’s F3 more, the listener could compensate for that greater
raising by also raising the criterion of what counts as a [g]-like /3
to higher values than would be necessary for a [g] token that is
overlapped less by a preceding [1]. Similarly, a token of [d] that is
overlapped more by a preceding [r] would evoke more extensive
compensation for the lowering of its F3, which could also be
accomplished by shifting the criterion for what counts as a [d]—in
this case, toward lower F3 values. In both cases, the extent of
compensation varies directly with the extent of perceived
coarticulation, and in both cases, compensation is achieved by
shifting the decision criterion. If compensation is achieved entirely
by shifting the decision criteria in a direction and to an extent that
corresponds to the extent of coarticulation, the likelihood of
categorizing the stops as “g” or “d” increases, but sensitivity to
the difference between the two stops does not. In short, complete-
ly successful parsing would at most return [g] and [d] perceptually
to their uncoarticulated state, not exaggerate how [g]- or [d]-like
they are.

The products of compensating for coarticulation are described
here as the idealized gestures that would be produced if the target
sound’s pronunciation were not altered by coarticulation with its
context. In its description of these products, the direct-realist
account does not, therefore, differ from the motor-theory’s ac-
count, even though they differ profoundly in the means by which
these products are obtained. The acoustics of the proximal stim-
ulus inform the listener about how gestures overlap or
coarticulate and how they are blended by the task dynamics in
the distal stimulus. Listeners cannot stop with recognizing that
some gestures have been overlapped, coarticulated, and blended
but must go on to recognize which gestures. Doing so, in com-
pensating for coarticulation, thus undoes its effects just as much
in the direct-realist as in the motor-theory account.

As the comparison of Fig. 1(ii) with Fig. 1(iii) above
showed, it is impossible to tell whether the context has shifted

@ Springer

the criterion or altered sensitivity from a finding that the
context changed the listener’s response bias in a categorization
task. Only a discrimination task like that in Experiment 2 or
like that carried out by Stephens and Holt (2003) can deter-
mine whether the context shifts the decision criterion or,
instead, the mean of the response-likelihood distribution. We
describe below how criterion shifts in opposite directions
could produce the illusion of an increase in sensitivity to the
difference between adjacent stops along the [d—g] continuum
in a discrimination task, together with the other conditions that
must also be met before an apparent increase in sensitivity can
plausibly be attributed to such criterion shifts.*

Our first experiment replicates Mann’s (1980) finding that
listeners respond “ga’ more often after [al] than after [ar]. The
second tests whether a preceding liquid context exaggerates
the perceived value of the stop’s spectrum by comparing the
discriminability of [alga] versus [arda] pairs with that of [alda]
versus [arga] pairs. The energy distributions in the spectra of
the contexts and targets in these stimulus pairs are high (H)—
low (L) versus LH for [alga] versus [arda] and HH versus LL
for [alda] versus [arga]. The liquid context could exaggerate
the perceived value of the energy distribution in the stop
target’s spectrum in the HL versus LH pairs because the
context’s and target’s spectra differ in their energy distribu-
tions, but not in HH versus LL pairs because their spectra do
not differ. Exaggeration therefore predicts that HL versus LH
pairs should be more discriminable than HH versus LL pairs,
even though the acoustic differences between each interval in
both the contexts and targets are equal in the two kinds of
pairs. Experiment 3 tests whether any exaggeration induced
by context arises in the auditory response to the stimuli by
substituting nonspeech analogues as contexts (cf. Fowler
et al. 2000; Lotto and Kluender 1998). This last experiment
tests the hypothesis that it is specifically the proximal
auditory qualities evoked by the acoustic properties of the
context and target that contrast. If nonspeech contexts ex-
aggerate the perceived values of speech targets in the same
way that speech contexts do, speech-on-speech exaggera-
tion can plausibly and parsimoniously be attributed to au-
ditory contrast, too. In summary, the two accounts com-
pared here predict the outcomes listed in Table 1.

Experiment 1: Replicating Mann (1980)

Mann (1980) presented listeners with syllables from a
[da—ga] continuum following [al] versus [ar] syllables.
The stop continuum was produced by incrementally

4 We postpone until the General Discussion section responding to chal-
lenges to the contrast account presented by Fowler et al. (2000) and
Viswanathan et al. (2009, 2010).
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Table 1 Predictions of the contrast (auditorist) versus compensation
(gesturalist) accounts of context effects, along with experiments that test
them

Criterion Shift Exaggeration

Figure 1(ii) Figure 1(iii)

p(“ga”|al )> d’ alga vs. arda > d’ alda
p(“ga” | ar) vs. arga: Exp. 2
Exp. 1 d’'H-gavs. L-da>d'
H-da vs. L—ga: Exp. 3
Contrast yes yes
Compensation yes no

varying F3’s onset frequency from a high frequency of
2690 Hz to a low frequency of 2104 Hz. Multiple tokens
of naturally produced [al] and [ar] syllables were used as
contexts. These syllables were originally produced before
[da] and [ga] syllables. Before [da], the average F3 offset
frequencies were 2773 and 1680 Hz for [al] and [ar],
respectively, while before [ga], they were slightly closer
together, 2649 and 1786 Hz.’ Following [al], listeners
responded “ga” to more of the continuum than following
[ar]; however, they did not respond “ga” to any less of
the continuum after [ar] than when no context preceded.

The [da—ga] continuum in our stimuli was also synthe-
sized by varying F3’s onset frequency alone, but we syn-
thesized the preceding liquid contexts, too. These liquid
contexts resembled those in Mann’s (1980) stimuli in being
modeled on the acoustics of naturally produced [1] and [r],
which differ in more than their F3 frequencies (see Stevens
1998, and the description of the stimuli’s acoustics below).
Unlike Mann, we also presented listeners with a continuum
between [al] and [ar], rather than just categorically different
endpoint contexts. Our listeners identified the liquid on
each trial as well as the stop. We can, therefore, separate
the effects of the liquid’s acoustics on the stop percept from
those of the category to which the liquid is assigned. We can
also determine whether the stop’s acoustics and/or category
assignment affects the percept of the liquid; that is, does the
stop act as a context for categorizing the liquid, and if so,
how?® This experiment determines whether our stimuli and
procedures can produce the same contextual effects as those
that Mann reported and, thus, lays the foundation for deter-
mining whether those effects are due to auditory contrast or
compensation for coarticulation.

> Mann (1980) reported that listeners were more likely to respond “ga”
after either liquid when it was originally pronounced before [ga]. This
effect was small for [al] contexts but large for [ar] contexts.

© Mann’s (1980) listeners also categorized the liquid as well as the stop,
but she does not report those responses or how they influenced listeners’
categorization of the following stop.

Method
Stimuli

The stimuli consisted of two syllables, the first drawn from a
seven-step [al-ar] continuum and the second from a seven-step
[da-ga] continuum (see Fig. 2 for the corners of the 7x7
array). Both syllables were synthesized using the Sensimetrics
implementation of the KLSYNS88 terminal analogue synthe-
sizer (Klatt and Klatt 1990).

The vowel portion of the first syllable lasted 160 ms; it
was followed by a 60-ms transition to the liquid portion,
which lasted the remaining 80 ms of the syllable (for a
total duration of 300 ms). The choices of parameter values
for the [1] and [r] were guided by Stevens’s (1998) de-
scription of the acoustics of naturally produced liquids. In
the [ar] endpoint, F2 was 1300 Hz for the syllable’s entire
duration, while it fell to 1100 Hz during the liquid portion
of the [al] endpoint. In both endpoints, F3 was at 2500 Hz
during the vowel portion, then rose to 2800 Hz in the [al]
endpoint or fell to 2000 Hz in the [ar] endpoint. During
the liquid portion of the [al] endpoint, a lower pole and
zero were set at 1500 Hz, and a higher pole and zero were
set at 3900 and 3300 Hz, while in the [ar] endpoint, the
lower pole and zero were set at 1500 and 2000 Hz, and
the higher pole and zero were both set at 3900 Hz. (When
pole and zero have the same frequencies, the zero cancels
the pole.) These settings introduce an additional high-
frequency spectral prominence above F3 in the [al] end-
point and an additional low-frequency spectral promi-
nence above F2 in the [ar] endpoint; the zero at
2000 Hz also cancels F3 during the [r] interval. The result
is a strong high-frequency concentration of energy in the
endpoint [1]’s spectrum and a strong low-frequency con-
centration in the endpoint [r]’s spectrum (compare
Figs. 3a and 3c).

The second syllable followed a 95-ms gap containing
only low-frequency periodic energy that simulated voic-
ing during a stop closure. The syllable began with a 60-
ms transition, followed by a 240-ms steady state (for a
total duration of 300 ms). In both the [da] and [ga]
endpoints, F2 began at 1988 Hz, and its steady state
value was 1300 Hz; in the [da] endpoint, F3 began at
2690 Hz, while in the [ga] endpoint, it began at 2104
Hz, and its steady state value for all stimuli was 2400
Hz.” This manipulation diffused energy by separating
the peaks corresponding to F2 and F3 at the beginning
of the syllable at the [da] endpoint (Fig. 3a, ¢) or concentrated it

7 Figure 2 also shows that F3 rose briefly at the end of the vowel. This
was an inadvertent carryover from an earlier version of the stimuli in
which a [t] followed the vowel. The change was barely audible and
present in all the stimuli.
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Fig.2 Spectrograms of the corner (endpoint) stimuli from the 7x
7 array: [arda] (a), [arga] (b), [alda] (c), and [alga] (d). The
vertical lines and ticks on the bottom edges in panels a and ¢

by putting them next to one another at the [ga] endpoint
(Fig. 3b, d).

Parameter values for intermediate stimuli along the [l-1]
and [d—g] dimensions of the stimulus space were obtained by
linear interpolation between the endpoint values. All other
parameter values were the same in all stimuli. They are listed
in the Appendix.

Consent and instructions

In this and the two other experiments, listeners gave
informed consent before participating. Instructions were
given first in writing and then repeated verbally by the
experimenter, who also answered any questions. The in-
structions described what would happen on each trial,
how the trials were organized into training and test

@ Springer
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mark the beginning and end of the transitions from the vowel
steady-state to the liquid steady-state in the first syllable

blocks, and when breaks would occur. At the end of the
experiment, listeners were debriefed before the purpose of
the experiment was explained to them. These procedures
were followed in all the experiments reported.

Participants

All participants were adult native speakers of English,
who reported that they had not been exposed to any
language other than English before the age of 6 years
and who reported no hearing or speaking disorders. They
were recruited from the University of Massachusetts, Am-
herst community and were either paid for their time or
granted course credit. Participation in all the experiments
came from the same population. Twenty-three listeners
participated in this experiment.
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Procedure

Listeners were trained with feedback to identify the four
corners of the 7x7 stimulus array as “LD,” “RD,” “LG,”
and “RD” (Fig. 4). Each corner stimulus was presented 4
times in random order for a total of 16 training trials. In each
of the ensuing test blocks, the 49 stimuli in the array were
presented once in random order. Whenever a corner stimulus
was presented in a test block, listeners received feedback, and
at the beginning of every subsequent pair of test blocks (every
98 trials), they were retrained with feedback with four ran-
domized repetitions of the four corner stimuli. A total of 24
test blocks were presented to each listener. Listeners took self-
timed short breaks between every 2 blocks of trials and longer
ones between every 6 blocks. They were assigned at random
to one of four conditions, which differed in how the four
responses were assigned to buttons on the response box.

All aspects of stimulus presentation and response col-
lection in the experiment were controlled by SuperLab
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] (a) and [r] (¢) steady-states and immediately following the release of the [d] (b) and [g] (d)

version 2.04. Each trial began with the presentation of
the stimulus. Once the stimulus ended, the four alternative
responses were then immediately displayed on the screen
in the same arrangement and colors as the corresponding
buttons on the response box. The listener had 1,500 ms in
which to respond. The response prompts disappeared once
this time had elapsed or the listener responded, whichever
came earlier. If feedback was presented on that trial, it
appeared in the form of the correct answer (in the appro-
priate color) in the middle of the screen for 750 ms. All
trials ended with the screen going blank for 750 ms before
the next stimulus was presented.

Listeners sat in front of an LCD display in a sound-treated
room, where they listened to the stimuli on Sennheiser HD
280 (64€2) headphones and used a Cedrus RB-834 response
box to respond. The four outer buttons on the response box
were used to collect responses. Listeners rested the index and
middle fingers or the thumbs and index fingers of their two
hands on these buttons, so that they did not need to move their
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Fig. 4 The 7x7 [al-ar] by [da—ga] stimulus array. The high—high corner
of the array is the lower left

hands to respond. They were told that they could not respond
until the stimulus had finished playing and response prompts
appeared on the display but that they should respond as soon
as the stimulus ended and the prompts appeared.

Analysis

Due to experimenter error, on trials where stimulus 31 (see
Fig. 4) was to be presented, stimulus 41 was presented instead;
all responses on these trials were omitted from the analysis.

The first analysis assessed the influences of the liquids’ or
stops’ acoustics on the number of “g” relative to “d” responses
or the number of “1” relative to “r” responses. The second
analysis assessed how categorizing the liquid as “I”” versus “r”
influenced the likelihood of the listener categorizing the fol-
lowing stop as “g” versus “d” and vice versa. The first analysis
thus ignores the influence of the contexts’ categorization,
while the second ignores the influence of the contexts’ acous-
tics. The first analysis thus shows how the psychoacoustic
correlates of the context influence categorization of the target,
while ignoring their psychophysical influence—namely, any
bias to categorize the context as “I” versus “r’—while the
second analysis shows how such a psychophysical bias affects
categorization of the target independently of the context’s
psychoacoustic values.

In both analyses, the relative proportions of “g” versus “d”
or “I” versus “r”” responses served as binomially distributed
dependent variables in mixed-effects logistic-regression
models in which the fixed effects were the targets’ acoustics
and the contexts’ acoustics or categorization and the random
effects were differences between listeners in the intercept and
the slopes of the fixed effects (Baayen 2011; Bates et al. 2011;
R Development Core Team 2011).% Including random effects
of subjects on the intercepts captures differences between
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listeners in overall response biases, while including random
effects of subjects on the slopes of the fixed effects captures
differences in their sensitivity to the manipulations represent-
ed by the fixed effects. Barr et al. (2013) argued that not using
such maximal random-effect structures inflates type 1 error
rates. In these and subsequent models, the fixed effects were
centered to reduce correlations between their slopes and
intercepts(as recommended by Baayen 2008, pp. 254-255):
(1) Steps along the stop acoustics continuum [d, 1, 2, 3,4, 5, g]
became [-3, =2, —1, 0, 1, 2, 3], (2) those along the liquid
acoustics continuum [, 1, 2, 3, 4, 5, r] became [-3, —2, -1, 0,
1, 2, 3], (3) categorization of the stops as “d” versus “g”
became —1 versus 1, and (4) categorization of the liquids as
“I” versus “r” became 1 versus —1.°

Results

Context acoustics

Figure 5a shows that “g” responses increase from the [da] to
the [ga] end of the stop continuum and that they increase from
the [ar] to [al] end of the liquid continuum.

A two-step hierarchy of mixed-effects logistic-regression
models of the stop responses was constructed, the first in
which the fixed effects of the stops’ and liquids’ acoustics
were independent and the second in which the interaction
between them was included (see Jacger 2008, for the advan-
tages of such models over ANOVAs with logit-transformed
response proportions). A comparison of the models’ log like-
lihood ratios showed that including the interaction only mar-
ginally improved the fit to the data, x*(5) = 9.4139, p = .094,
and the estimate for the interaction was not significant
(p >.10), so the simpler model without the interaction is
interpreted here. The estimates in Table 2 show that the
proportion of “g” responses relative to “d” responses in-
creased significantly as the stop became [g]-like and de-
creased significantly as the liquid became more [r]-like.

Since this is a logistic regression, the estimates serve as
arguments of the exponential function:

exp(0.95106 + 1.50397*d—g + —0.08334*1-r), (1)

where “d—g” and “l-r” represent the centered values, —3, =2,
-1,0, 1, 2, 3, corresponding to the seven steps along the [d—g]
and [l-r] continua. The value of this expression represents the
predicted odds of a “g” response relative to “a” “d” response.

8 Prior analyses of response assignments to buttons showed no significant
effects of this variable, so it was omitted from further analysis.

? Neither the stop nor the liquid categorization was centered when they
served as dependent variables.
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Fig. 5 Proportions of “g” responses as a function of the stops’ acoustics and the liquids’ acoustics (a) or the liquids’ categorization (b)

For example, at the first steps along the two continua, where
“d—g” and “I-r” both equal —3, the predicted odds ratio equals:

exp(0.95106 + 1.50397*3 + —0.08334%—3) = 0.03649 (2)

—that is, very low odds of a “g” response. An increase by one
step along the [d—g] continuum to —2 increases that ratio to
0.16417 and an increase by one step to —2 along the [l-1]
continuum decreases it to 0.03357. Holding the centered value
of step along the [I-r] continuum constant at its midpoint, 0,
the predicted odds ratios shift from 0.02879 to 235.80 across
the range of [d—g] values; similarly, holding the centered value
of step along the [d—g] continuum constant at its midpoint, the
ratios shift from 3.3237 to 2.0158 across the range of [l-r]
values.

QOdds ratios can, in their turn, be transformed into the more
familiar (predicted) probabilities, as in

[Tt}

Table 2 Independent acoustic effects on “g” versus “d” response

exp(0.95106 + 1.50397*d—g + —0.08334*1-r)
1+ exp(0.95106 + 1.50397*d—g + —0.08334*] 1)’

(3)

Using this formula, the odds ratios calculated above, 0.03649,
0.16417, 0.03357, 0.02879, 235.8, 3.3237, and 2.0158, corre-
spond to probabilities of 0.03521, 0.14102, 0.03248, 0.02798,
0.99578, 0.76872, and 0.668413, respectively

Figure 6a shows that “I” responses became less frequent as
the liquid became more [r]-like and that they were affected
little, if at all, by the acoustics of the stop.

A two-step hierarchy of mixed-effects models of the
liquid responses like that used in the analysis of the stop
responses was constructed. Once again, including the
interaction did not significantly improve the fit, x*(5) =
5.4842, p >.10. The estimates obtained from the simpler
model in Table 3 show that only the liquids’ acoustics
significantly influenced the relative proportion of “1” ver-

sus “r” responses. The nonsignificant estimate for the

[Tt

Table 3 Interaction of acoustic effects on “g” versus “d” response

proportions proportions

Estimate SE z P Estimate SE z p
Intercept 0.95106  0.11899 7.993  1.32e-15 Intercept 0.800659  0.121644 6.582  4.64e-11
Stop acoustics=[d—g] 1.50397  0.07671 19.606  <2e-16 Stop acoustics=[d—g]  —0.006576 0.010485  —0.627 0.531
Liquid acoustics=[}-r] = —0.08334  0.01984 —4.201  2.65e-05 Liquid acoustics=[}-r] —0.928745 0.092496 —10.041 <2e-16
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effect of [d—g] acoustics shows that listeners’ categoriza-
tion of the liquid was not affected by the stops’ acoustics.

Context categorization

In the second analysis, the categorization of the contexts as “1”
versus “r” or “g” versus “d” were used as fixed effects in place
of the context’s acoustics.

Figure 5b shows that listeners responded “g” more often
when they also responded “I” than when they responded “r,”
while Fig. 6b shows that the “1” responses did not differ
depending on whether listeners responded “d” or “g.”

Two-step hierarchies of mixed-effects models were again
constructed for each set of responses. Including the interaction
significantly improved fit in the model of stop responses,
(5) = 19.193, p = .002, even though the estimate for the

Table 4 Interaction of acoustic and categorical effects on “g” versus “d”
response proportions

Estimate SE z P
Intercept 0.93411  0.11676 8.000 1.24e-15
Stop acoustics=[d-g] 1.49580  0.07648 19.557 <2e-16
Liquid categorization="1"  0.10681  0.04419 2417 0.0156
versus “r”
Stop acoustics by 0.04191  0.02705 1.549  0.1213

liquid categorization
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responses as a function of the liquids’ acoustics and the stops’ acoustics (a) or the stops’ identity (b)

interaction is not significant. The model with the interaction is
interpreted here. The estimates in Table 4 show that listeners
responded “g” significantly more often when they categorized
the liquid as “1”, and there is a nonsignificant trend for this
effect of the context’s categorization to become stronger as the
stop becomes more [g]-like.

Comparison of the two models in the analyses of the
liquid responses showed that including the interaction did
not significantly improve the fit, x*(5) = 2.1498, p >.10.
The estimates in Table 5 also show that categorization of
the following stop as “d” versus “g” did not significantly
influence how often the listener categorized the liquid as

“” versus “r” any more than the stops’ acoustics did

(Table 3)."°

19 We examined models like those described by Smits (2001a) that
included the categorization of the context, as well as its acoustic value.
For “g” versus “d” responses, adding the categorization of the liquid as
“I” versus “r” significantly improved the fit of the model, x*(5)=12.711,
p<.05; however, the estimate for this fixed effect, —0.01055, was not
significant, p=.755. The sign of the estimate for the liquid categorization
is also opposite that in the model in Table 4, in which the liquid’s
categorization, but not its acoustics, was a fixed effect. Adding the
categorization of the stop as “g” or “d” as a fixed effect to the model of
the “1” versus “r” responses that included the stop’s acoustics did not
significantly improve the model’s fit, x*(5)=5.6463, p=.3422, nor was
the parameter estimate significant (—0.02104, p=.497). Statistically,
either the categorization of the liquid or its acoustics influences stop
judgments, but not the two independently, while neither the stop’s cate-

gorization nor its acoustics influences liquid judgments.
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Table 5 Interaction of acoustic and categorical effects on “1” versus “r”
response proportions
Estimate ~ SE z P

Intercept 0.80356  0.12224 6.574 4.91e-11
Liquid acoustics=[l-1] —0.92905 0.09254 —10.039 <2e-16
Stop categorization="d” —0.02155 0.02315  —-0.931 0.352

versus “g”
Discussion

Experiment 1 replicated Mann (1980), in that listeners
responded “g” more often when the preceding liquid was
more [l]-like. Listeners also responded “g” more often when
they categorized the liquid as “1” rather than “r.”” However,
neither the acoustics nor the categorization of the following
stop influenced the categorization of the liquid, leaving only
the liquids’ own acoustics to affect how often listeners cate-
gorized it as “1” versus “r.” The liquid serves as both an
acoustic and a categorical context for categorizing the stop,
but the stop does not serve as either kind of context for
categorizing the liquid.

Finding that neither the acoustics nor the category of the
stop influenced listeners’ categorization of the preceding lig-
uid could be interpreted as evidence in favor of Fowler’s
(2006) argument that a target sound can contrast only with a
preceding context. However, Diehl and Walsh (1989),
Mitterer et al. (2006b), Pisoni, Carrell, and Gans (1983), and
Wade and Holt (2005) present results that can be interpreted as
evidence of contrast between a target sound and a following
context (but see Fowler 2006, p. 176, for additional
arguments). In any case, it is a null effect and cannot, there-
fore, confirm a positive prediction of the contrast account.

This absence also fails to confirm a positive prediction of
the gestural account that listeners use the acoustic pertur-
bation of one sound produced by coarticulation with anoth-
er as information about that coarticulatory source (Fowler
2005, 2006; Fowler and Smith 1986; Whalen 1984). If
listeners attribute the acoustic effects of coarticulation to
their source, they should treat a relatively low and [g]-like
F3 in the stop or relatively high and [d]-like £3 as evidence
that the preceding liquid is [r] or [I], respectively. Any
evidence for such an attribution is, however, negligible
(see Table 3 and Fig. 6).

The results of Experiments 2 and 3 are more decisive.

Experiment 2: Discrimination of HL-LH [alga]-[arda]
versus HH-LL [alda]-[arga] pairs

The results of Experiment 1 do not reveal whether the context
effects are produced by a criterion shift or exaggeration

[Fig. 1(ii) or Fig. 1(iii)]. The discrimination experiment re-
ported here tests the prediction of the exaggeration account
that HL [alga] versus LH [arda] pairs should be more discrim-
inable than HH [alda] versus LL [arga] pairs. This experiment
follows up and replicates Stephens and Holt’s (2003) finding
that pairs of stimuli from a [da—ga] continuum and from a
continuum consisting of just the first 80 ms of the 2 and F3 of
the [da—ga] continuum were more discriminable when [I]
preceded the more [ga]-like stimulus in the pair and [r] pre-
ceded the more [da]-like stimulus than when [r] preceded the
more [ga]-like stimulus and [1] the more [da]-like stimulus. In
the discussion, we argue that our findings, like those of
Stephens and Holt, rule out compensation for coarticulation
as the mechanism responsible for the liquids’ effect on fol-
lowing stop-place judgments.

Method
Participants

Thirty-four new listeners from the same population as that in
Experiment 1 participated in this experiment.

Stimuli

The stimuli in this experiment were drawn from the 5 x 5
subarray inside the 7 x 7 array used in Experiment 1 (Fig. 7;
cf. Fig. 4). The different stimuli on a trial differed in two
steps along either the [lg—rd] HL-LH or [ld-rg] HH-LL
diagonals (gray and black lines in Fig. 7, respectively).
Taking the values along the horizontal and vertical dimen-
sions of the array tobe [d, 1,2, 3,4, 5, gland [1, 1, 2,3, 4, 5,
r], where “d,” “g,” “1,” and represent the extreme values
and, thus, the edges of the stimulus array, the different pairs
along the [lg-rd] HL-LH diagonals were 31-13, 33-15,
42-24, 51-33, and 53-35 (circles connected by gray lines
in Fig. 7), and those along the [ld-rg] HH-LL diagonals
were 11-33, 13-35, 22-44, 31-53, and 33-55 (squares
connected by black lines in Fig. 7).

[T 1}
T

Procedure

The four-interval same—different (4IAX) format was used
so that listeners could use the auditory qualities evoked
by the acoustic differences between the stimuli to dis-
criminate them, rather than relying on categorical differ-
ences between them (Gerrits and Schouten 2004; Pisoni
1973). Listeners heard two pairs of stimuli on each trial,
in which the stimuli in either the first or the second pair
were different and those in the other pair were the same.
The stimuli in each pair were separated by 250 ms, and
the pairs by 500 ms. Listeners identified which pair was
different, the first or the second. After the four stimuli
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Fig. 7 The 7x7 [al-ar] by [da—ga] stimulus array from Fig. 4, in which
circles and gray lines represent stimulus pairs along the HL-LH [lg—rd]
diagonals, and squares and black lines represent stimulus pairs along the
HH-LL [ld—rg] diagonals. The HH corner of the array is the lower left

were presented, the response prompts “Ist” and “2nd”
appeared immediately in red and blue on the left and
right sides of the screen. Listeners then had 1,500 ms to
identify the different pair by pressing either the corre-
sponding red or blue button on the left or right of the
response box. Feedback in the form of the correct answer
appeared on the screen for 750 ms after the listener
responded or the 1,500 ms had elapsed, whichever was
earlier. The screen then went blank for 750 ms before the
next sequence of four stimuli began.

Each of the 10 different stimulus pairs—for example,
31-31—was presented in a separate block of trials. Present-
ing just a single stimulus pair in a block reduces uncertainty
and, like the 4IAX format, encourages responding to the
acoustic, rather than categorical, differences between the
stimuli (Macmillan et al. 1988). The order in which the 10
blocks were presented was counterbalanced using a bal-
anced Latin square, and listeners were assigned randomly
to a particular order.

Each block began with one repetition of the eight
possible combinations of stimuli (for example, first pair
different: 31-13—31-31, 13-31—31-31, 31-13—13-13,
13-31—13-13; second pair different: 31-31—31-13,
31-31—13-31, 13-13—31-13, 13-13—13-31) in ran-
dom order. These eight trials were treated as training
trials and were not included in the analysis. Test trials
consisted of nine more repetitions of the eight stimulus
combinations, for a total of 72 per stimulus pair. Proce-
dures were otherwise the same as in Experiment 1.

On the one hand, if listeners categorized the sounds
in the two intervals before discriminating them, the two
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kinds of possible different pairs should be equally dis-
criminable, because HH-LL [alda]-[arga] pairs differ
just as much in the category membership of the two
consonants as HL-LH [alga]-[arda] pairs. On the other
hand, if contrast between the liquid context and stop
target influenced their responses, the HL-LH
[alga]-[arda] pairs should be discriminated better than
the HH-LL [alda]-[arga] pairs.

Analysis

The discriminability of each stimulus pair by each listener was
measured by calculating d’ values using Equation 4 (Micheyl
and Messing 2006; Micheyl and Oxenham 2005)":

d'=2xd" [1/2 + \/p(c)/2—1/4}, (4)

where &' is the inverse of the cumulative standard normal
distribution and p(c) is the proportion of correct responses.
These d' values served as the dependent variable in linear
mixed-effects models in which the centered fixed effects were
the diagonal from which the stimulus pair was drawn (Ig—rd
versus ld-rg, coded as 1 versus —1) and the halves of the
stimulus array (d-half vs. center vs. g-half, coded as 1 vs. 0
vs. —1, and I-half vs. center vs. r-half, also coded as 1 vs. O vs.
—1) in which the stimulus pair occurred (cf. Fig. 7). The
random effects were the effects of listener on the intercepts
and slopes of the fixed effects.

Results

Figure 8 shows that d’ values were consistently larger for the
[lg—rd] than for the [ld—rg] diagonal and in the d-half and
center (LD, RD, C) than in the g-half (LG, RG).

A two-step hierarchy of models was again constructed.
Including the interactions between the diagonal and the array
halves did not significantly improve the fit of the data to the
model for the difference in the number of parameters between
them, x*(30)=24.612, p>.10; moreover, none of the estimates
representing the interactions among the fixed effects were
significant. The simpler model without any of these

' Receiver operating characteristics (ROCs) in a z(Hits) by z(False
Alarms) space were obtained for each of the conditions in this experiment
by using each participant’s hit and false alarm proportions. Straight lines
fit the ROCs well enough that their responses can be considered to be
normally distributed, and that d' can be used as the measure of discrim-
inability, rather than an alternative such as 4. In any case, Macmillan and
Creelman (1996) showed that, contrary to popular belief, A’ is not free of
distributional assumptions. Straight lines also fit the ROCs obtained in the
same fashion for the results of Experiment 3.
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Fig. 8 Values of d’ averaged across listeners (standard errors) for stim-
ulus pairs along the HH-LL [ld-rg] diagonal (black, 45° hash lines)
versus the HL-LH [lg—rd] diagonal (gray, 315° hash lines) by location
in the stimulus space: “L” versus “C” versus “R”=l-half versus center
versus r-half, and “D” versus “C” versus “G”’=d-half versus center versus

interactions is therefore interpreted here. The estimates in
Table 6'% show that &' values are significantly greater for
stimulus pairs along the HL-LH [lg—rd] diagonal than for those
along the HH-LL [ld-rg] diagonal: The significant difference
of £ 0.1283 is a little more than .04 in proportion correct
[estimated p(c)=.7915 for HL-LH [lg-rd] pairs versus .7513
for HH-LL [ld-rg] pairs]. The estimates show that d' values are
also significantly higher in the d-half than in the center of the
array [estimated p(c) for d-half=.8493, as compared with .7718
in the center] and significantly lower in the g-half than in the

12 Because this is not a logistic-regression model, the intercept and esti-
mates can be interpreted directly: The intercept estimates the grand mean
d' value, and values of the fixed effect estimates are increments or
decrements from this value; for example, for the [Ig—rd] pair in the LD
corner of the stimulus array, the predicted d’ value = 2.24009+0.12830+
(0.54211 % 1)+(—0.030806 = 1)=2.87969.

13 The p values in this table are for a model that does not include random
effects of listener on the slopes of the fixed effects, but only on the
intercept, since Markov chain Monte Carlo sampling is not yet imple-
mented in R for random effects on slopes. All p values reported for 7 tests
below are obtained in this way. Alteratively, any |#| value greater than 2
can be treated as significant (Baayen 2008, p. 270).
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g-half. The panels’ locations correspond to the arrangement in Fig. 7, the
angle and color of the hash marks within each bar match the correspond-
ing diagonals within that figure, and the stimulus pair represented by each
bar/diagonal is listed below it

center [estimated p(c) for g-half = .6825 versus .7718) but that d
"values do not differ significantly between the 1- or r-halves and
the center."

Although the mean differences are in the same direc-
tion in all five regions of the stimulus space (Fig. 8), the
difference between the HL-LH lg-rd and HH-LL ld-rg
means is only large in the LD region. When we reran
the analysis leaving out the stimuli in that region, the
estimate for the HL-LH lg-rd versus HH-LL ld-rg
comparison shrank from 0.12830 to 0.09338, and the
corresponding #value shrank from 2.586 to 1.905, which
is only marginally significant, p < .10. One-tailed paired +

Table 6 Independent effects of diagonal and location on @’ values

Estimate SE t p
Intercept 224009 0.11114 20.156 <0.001
HL-LH lg-rd vs. HH-LL I1d-rg  0.12830 0.04961 2.586  0.009
d-half vs. center vs. g-half 0.54211 0.07161  7.570 <0.001
I-half vs. center vs. r-half —0.03086 0.05981 —-0.516 0.572
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tests comparing the two diagonals yielded the following results
for each region in the space: 33) = LD 2.1876, p=.01794; LG
0.8016,p=.2143; RD 1.1047, p=.1386; RG 1.3593, p=.09164;
and C 1.0474, p = .1513. With « corrected to % = 0.01 for
multiple tests, none of these differences is significant. Because
there was no significant interaction between region and diagonal,
we take the results of these post hoc tests to mean that the size,
but not the direction, of the HL-LH lg-rd advantage over HH—
LL 1d-rg differs between regions in the stimulus space
(Nieuwenhuis, Forstmann, and Wagenmakers 2011). A larger
N should therefore provide the power needed for each pairwise
comparison to reach significance.

Discussion
Summary

The results of this experiment confirm the prediction of the
exaggeration account that stimulus pairs would be more dis-
criminable when the context differs enough acoustically from
the target to contrast auditorily with it. They also replicate
Stephens and Holt’s (2003) finding that pairs of stimuli from a
[da—ga] continuum are more discriminable when the energy
distribution in the preceding liquid’s spectrum differs from,
and can thus contrast auditorily with, that in the following
stop’s—that is, when [I] precedes the more [ga]-like stimulus
in the pair and [r] precedes the more [da]-like stimulus, rather
than vice versa. These new results extend their finding by
showing that liquids that are not categorically different from
one another also exaggerate the perceived difference between
the following stops when the energy distributions in their
spectra differ in frequency from those in the stops’ spectra.
In the final part of this discussion, we examine the reasons
why the greater discriminability of contrasting HL-LH [alga—
arga] pairs probably cannot be attributed to [1] and [r] causing
independent criterion shifts (cf. Norris 1995). Before doing so,
we lay out in more detail here the reasons why these results
cannot be attributed to compensation for coarticulation as
formulated in the direct-realist account of context effects.
The argument has two parts; the first describes the listener’s
behavior in direct-realist terms, and the second identifies the
only mechanism compatible with direct realism that could
produce that behavior. Because that mechanism could not
exaggerate the perceived value of the stop’s spectrum when
it differs from the preceding liquid’s spectrum, it cannot
produce the observed improvement in discriminability.

Why compensation for coarticulation cannot improve
discriminability

First, a preceding [1] would pull a [g] forward, making it sound
more like [d] if it were taken out of that context, and a
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preceding [r] would pull a [d] backward, making it sound
more like [g] out of that context. Each context would therefore
make one of the stops more ambiguous. In the gestural ac-
count, listeners correct for these coarticulatory effects percep-
tually, undoing the fronting of [g] by [1] and the backing of [d]
by [r] by attributing those shifts in the location of the stops’
articulations to the preceding liquid contexts. Fowler (2006;
Fowler and Smith 1986) aptly describes these perceptual
effects as listeners “parsing” the acoustic properties of the
signal into the contributions of the target’s and context’s
articulations. Completely successful parsing would at most
return [g] and [d] perceptually to their uncoarticulated state,
not exaggerate how [g]- or [d]-like they are. Second, the only
mechanism that can correct the percept in the direct-realist
account is a shift in the decision criterion for deciding whether
energy is concentrated low enough in the stop’s spectrum to
convey that the stop is [g]; this criterion would be raised after
[1], increasing the portion of the continuum that is identified as
“g” [Fig. 1(i1)], and lowered after [r], increasing the portion
that is identified as “d.” That is, the only mechanism that is
compatible with the direct-realist account of context effects is
one that changes the likelihood that a listener will assign a
particular stimulus to one category rather than another. Any
mechanism other than a criterion shift is ruled out by direct
realism’s assumption that a speech sound’s acoustic properties
inform the listener about its articulation, which is what is
perceived using the information in those acoustic properties.
For those properties to inform the listener about the articula-
tion that produced them, they must be perceived undistorted,
but exaggeration of their perceived values would distort them.
This is, we think, the principal reason why Fowler (2006)
argued against the auditorist proposal that the target sound
contrasts with its context: contrast is a distortion, or a source of
heteromorphy that would render the target sound’s acoustic
properties less veridical and, thus, less informative about the
articulation that produced them.

If different contexts shift the criterion for categorizing
the target in opposite directions and those shifts, in turn,
influence discriminability in the ways we discuss in the next
section, then direct realism would certainly predict/permit
that influence, because a criterion shift does not alter the
acoustic properties’ perceived values but, instead, only the
category that a stimulus with those values is assigned to.
Thus, we do not argue that the direct-realist account makes
no prediction about context effects in a discrimination task
but, instead, that it does not and cannot predict that contexts
could exaggerate the perceived values of neighboring am-
biguous targets.

Why a criterion shift cannot improve discriminability

If the perceived values of the stops’ spectra are exaggerated
when their energy concentrations differ from those of a
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preceding liquid, any account is ruled out in which context
only shifts the criterion for categorizing the stimuli, not just
the direct-realist account. Here, we discuss the mechanism
proposed by Holt (2005, 2006) to account for the results of
experiments in which a [da—ga] continuum was preced-
ed by a long sequence of pure tones whose frequencies
were distributed uniformly about a high mean frequency
of 2800 Hz, like [I]’s F3, or about a low mean frequen-
cy of 1800 Hz, like [r]’s F3. Listeners responded “ga”
to more of the continuum after the sequence of high
pure tones than after the sequence of low ones.

Holt (2006) attributed this change in response likelihoods to
“stimulus-specific adaptation” by neurons in the auditory cortex
to the mean of the tone sequence’s distribution. Like adaptation at
any other stage in the auditory system or in any sensory modality,
stimulus-specific adaptation is a decrease in responsiveness of
neurons tuned to stimulus properties or values that have been
encountered recently. In the experiments reported in Holt (2005,
2006), these are the high or low means about which the frequen-
cies of the tones in the sequences are distributed. Adaptation’s
effect is subtractive: The neurons tuned to the mean frequency of
the preceding tone sequence become less responsive. Unadapted
neurons tuned to other frequencies would thereby become more
responsive, relative to the adapted ones.

If the listener is presented with a stop that is ambiguous
between [d] and [g]—that is, if energy is not concentrated in
the stop’s spectrum any more at high than at low frequen-
cies—then a preceding series of high-frequency tones would
decrease responsiveness in neurons that would otherwise be
excited by whatever energy was present at higher frequencies
in the stop’s spectrum. This decrease in responsiveness could
be modeled as an increase in the variance (1.5) of the higher,
more [d]-like response likelihood distribution on the left in
Fig. 9b, as compared with its variance (1) in Fig. 9a, which
displays the unadapted state. An increase in variance captures
the reduced responsiveness of the adapted neurons by both
decreasing the likelihood of a “d” response and increasing the
likelihood of a “g” response when the more [d]-like stimulus
is presented, as shown by the increase in the false alarm
proportion on the right-hand side of Fig. 9b.

Of greater importance for our argument that stimulus-
specific adaptation would not increase sensitivity to place
differences between adjacent stimuli along the [d—g] continu-
um, the increased variance does not also increase the hit
proportions, as compared with the unadapted state. As a result,
the d' value is smaller (Fig. 9b) than when no adapting context
precedes the stop (Fig. 9a). Figure 9¢ shows that d’ values only
increase relative to the unadapted state if the variance of the
“g” response likelihood decreases at the same time as that of
the “d” response likelihood distribution increases. But if
stimulus-specific adaptation is an entirely subtractive process
and the responsiveness of the unadapted neurons only in-
creases relative to the adapted neurons and not absolutely,

[TP]

the variance of the “g” response likelihood distribution should
not change, and sensitivity to the difference between a more
[d]-like and a more [g]-like stimulus can only decrease.

So far, we have not treated the effect of stimulus-specific
adaptation as a criterion shift, but as the ¢ values in Fig. 9b, ¢
show, the changes in variance also change the response bias in
favor of more “g” responses. So when modeled as an increase
in variance, stimulus-specific adaptation predicts the same
change in the listener’s categorization of an ambiguous stop
as shifting the decision criterion to the left. This shift is an
increase in sensitivity to the energy concentrations at lower
frequencies in the stop’s spectrum, but not an increase in
sensitivity to the difference between that stop and one next
to it along the [d—g] continuum, unless adaptation not only
subtracts from the responsiveness of the adapted neurons, but
also adds to the responsiveness of unadapted neurons nearby.

Our characterization of the effects of adaptation as a crite-
rion shift appears to be challenged by the finding that adapta-
tion occurs early enough to be preattentive. This challenge can
be met by distinguishing temporally between the cause, adap-
tation, and its effect, a criterion shift. We consider adaptation,
wherever or whenever it occurs in the sensory encoding of a
stimulus, to be the neural mechanism responsible for a possi-
ble criterion shift, which may only become evident later when
the listener actually decides what category the stimulus be-
longs to. Adaptation is not the criterion shift itself, but merely
one among possibly many possible contributors to that shift.
Because other effects may intervene before the listener re-
sponds, the criterion may shift more, less, not at all, or even in
the opposite direction, regardless of how neurons were
adapted earlier. We therefore do not dispute that adaptation
is early or preattentive, because the neural mechanism need
not be simultaneous with its psychophysical effect. It is only
necessary for the mechanism to create the conditions for that
effect to emerge, whenever or wherever the listener finally
pools the outputs of all the mechanisms that might bias the
response and decides which category to assign the stimulus to.

If stimulus-specific adaptation can only have the effect of
shifting the decision criterion and not also increase sensitivity to
the difference between adjacent stimuli along the [d—g] contin-
uum, how can the results of Experiment 2 and those reported by
Stephens and Holt (2003) be explained? Our answer is that a
spectrally different context must push away the mean of the
response likelihood distribution corresponding to the target, as
in Fig. 1(iii); that is, contrast between the target and its context
must exaggerate the target’s value along the relevant perceptual
dimension. Still missing from this explanation is a neural
mechanism that would produce this exaggeration.

Do criterion shifis in opposite directions increase sensitivity?

At the beginning of this article, we used detection-theoretic
models to argue that a criterion shift induced by a neighboring
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Fig. 9 “d” (solid lines) and “g” (dashed lines) response likelihood
distributions when (a) there is no preceding context, (b) a preceding
context has adapted neurons tuned to the higher frequencies and increased
the variance of the higher “d” response likelihood distribution on the left
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to 1.5, or (c) the variance of the lower “g” response likelihood distribution

sound, the context, would not change sensitivity to the differ-
ence between two target stimuli and that only an increase in
the perceptual distance between the response-likelihood dis-
tributions—that is, exaggeration of the stimuli’s perceived
values—could do so. A single criterion shift, like that intro-
duced by one neighboring sound, could not increase sensitiv-
ity, but if the target sounds occur next to different contexts and
those contexts shift the criteria for categorizing their respec-
tive targets in opposite directions, then sensitivity should
appear to change, too. Since the contexts always differed in

]
o

0.4

0.3

Response Likelihood
0.2

0.1

da-ga

Fig. 10 “da” and “ga” response-likelihood distributions and criteria
shifted relative to the neutral criterion (solid line) by a preceding “ar”
(dashed line) versus a preceding “al” (dotted line)
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on the right is also decreased to 0.5. On the right hand side in each panel
are listed the proportions of the “d” and “g” response likelihood distribu-
tions to the right of the decision criterion, which equal the false alarm and
hit proportions, along with the corresponding ¢’ and ¢ values

the stimuli used in the discrimination task run in Experiment
2, it is therefore possible that listeners’ greater sensitivity to
the differences in HL-LH [lg-rd] pairs, as compared with
HH-LL [ld-rg] pairs can be attributed to criterion shifts, rather
than exaggeration of the stimuli’s perceived spectral differ-
ences in HL-LH [lg-rd] pairs. Figure 10 shows how this
alternative could arise. (We assume that the stops are the target
sounds and the preceding liquids are their contexts because
stop categorization did not influence liquid categorization in
Experiment 1.)

If the listener uses the left-hand criterion after [1] and the right-
hand one after [r], the probability of a hit increases and the
probability of a false alarm decreases for HL-LH [alga—arda]
pairs, while the probability of a hit decreases and the probability
of a false alarm increases for HH-LL [alda—arga] pairs, such that
predicted @' values increase from 2 to 3 for the HL-LH [alga—
arda] pairs and decrease from 2 to 1 for HH-LL [alda—arga]
pairs. The criterion shifts induced by the [1] and [r] contexts alone
thus predict a d' value that is three times larger for the HL-LH
[lg—rd] pair than for the HH-LL [ld—rg] pair. This modeling
exercise does not mean that the context could not also exaggerate
the perceived value of the target, but it does mean that the better
discriminability of HL-LH [Ig—rd] pairs, as compared with HH—
LL [ld—rg] pairs, obtained in Experiment 2 may not depend on
nor necessarily be diagnostic of such exaggeration.

This case is a simpler version of a scenario that Norris
(1995) used to argue that multiple criterion shifts, each
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induced by a different lexical item, could create the illusion
that feedback from the lexicon increased perceptual sensitivity
in a word recognition task.'* It is simpler in that decisions are
made with respect to the stimuli’s values along a single
perceptual dimension, rather than multiple dimensions, but
similar in that listeners implicitly choose different decision
criteria depending on the context in which each target occurs,
and those choices create the illusion of an increase in sensi-
tivity to differences between the targets. As measured by d’
values, sensitivity does appear to change in opposite direc-
tions depending on whether the targets differ spectrally from
their contexts; these changes are illusions of changes in the
targets’ perceived values if the means of their response likeli-
hood distributions have not shifted, but only the likelihoods of
categorizing them as “d” versus “g.”

We nonetheless think that such criterion shifts are not
responsible for the difference in discriminability between
HL-LH [lg-rd] and HH-LL [ld-rg] pairs in our experiment,
because this difference does not correspond to the likelihood
of the listener categorizing the liquid as “I” versus “r.”
For the [al]-like context to increase the “ga” response
likelihood and the [ar]-like context to increase the “da”
response likelihood in the way modeled above, the lis-
tener must be able to distinguish the two contexts from
one another. The size of the resulting criterion shifts
should, moreover, depend directly on the extent to which
they can distinguish these contexts. We have no direct
measure of how well the participants in Experiment 2
distinguished the liquid contexts from one another, be-
cause the liquid always covaried with the stop. We did,
however, measure categorization of the liquids in Exper-
iment 1 by a different group of listeners. Since the
stimuli were the same, the performance of that group of
listeners can be used to predict roughly how well lis-
teners could have distinguished the various pairs of lig-
uids in Experiment 2.

Averaging across the negligible differences between the
different stop contexts, listeners in Experiment 1 categorized
steps 1, 3, and 5 on the [l-r] continuum as “I” on 0.887 (SE=
0.067), 0.719 (0.094), and 0.238 (0.089) of trials, respectively
(see Fig. 6). The difference in proportions is three times larger
between steps 3 and 5 (.481) than it is between steps 1 and 3
(.168); the corresponding differences expressed in d' values
are 1.293 for steps 3 and 5 versus 0.631 for steps 1 and 3, a
ratio of 2:1. This difference predicts that listeners in Experi-
ment 2 should distinguish the more [1]-like from the more [r]-
like context better for stimuli in the r-half of the stimulus array
than for those in the I-half and that the criterion shifts should
therefore also be greater in that half of the array. A glance at
Fig. 8 shows that, contrary to this prediction, the advantage of

14 We are grateful to Lori Holt for alerting us to the relevance of Norris’s
(1995) paper.

HL-LH [lg—rd] pairs over HH-LL [ld—rg] pairs is no larger in
the [r]-half of the stimulus array than in the [1]-half. The
analysis reported in Table 6 above also showed that the
diagonal from which the stimulus pair was drawn did not
interact significantly with either the I-r or the d—g halvings
of the stimulus array. That HL-LH [lg-rd] pairs were no more
discriminable from HH-LL [ld-rg] pairs in the r-half of the
array than in the 1-half disconfirms a positive prediction of the
criterion shift explanation.

This argument depends on listeners in Experiment 2
being as likely to distinguish two liquids as those who
categorized the liquids in Experiment 1. The stimuli were
the same, so it would not be surprising that these likeli-
hoods would correspond. Moreover, the difference in “1”
response proportions was so much larger between steps 3
and 5 than between steps 1 and 3 that some evidence
should have emerged that the liquids were distinguished
better and the criterion shifts were correspondingly larger
in the r- than in the l-half of the stimulus array if the
difference in discriminability between HL-LH [lg—rd]
pairs versus HH-LL [Id-rg] pairs were produced by such
criterion shifts. More direct tests of this alternative cer-
tainly are needed, in which discrimination and categori-
zation data are collected from the same listeners, and
they discriminate stimuli that differ in just the liquid or
the stop."”

Experiment 3: Discrimination in nonspeech contexts

Experiment 2 showed that the energy distribution in the con-
text’s spectrum can exaggerate the perceived value of the
energy distribution in the target’s spectrum when they differ.
That experiment did not show, however, that exaggeration is
caused by auditory, as opposed to linguistic, processing of the
stimuli or by the interpretation of the stimuli’s acoustic prop-
erties as evidence about the coarticulation of the target with its
context.'® That is the purpose of this experiment, which
replaces the original speech contexts with nonspeech ana-
logues—specifically, pure tones whose frequencies mimic
the spectral differences between [1] and [r]. This experiment
has the same rationale as Lotto and Kluender’s (1998) Exper-
iment 3 in which pure tones replaced the original [al] and [ar]
syllables. They found that listeners responded “ga” more often

15 The format in which stimuli were presented for discrimination, 41AX,
and the presentation of just a single stimulus pair in each block of trials
should also have encouraged listeners to respond in terms of the stimuli’s
auditory qualities, rather than the categories to which they might be
assigned.

'6 It did at least show that responses could not be based on the linguistic
categories to which the target and context were assigned, since that would
have predicted, incorrectly, that HL-LH [lg-rd] pairs would be no more
discriminable than HH-LL [ld-rg] pairs.
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Fig. 11 (a) An exemplary [g]-like /3 trajectory preceded by pure tones differing in frequency by 0-173 Hz |7—F3| in 24- to 25 Hz steps (b) the
corresponding [d]-like exemplar, also preceded by tones differing in frequency from 0 to 173 Hz

after the higher pure tone than after the lower one, just as they
responded “ga’” more often after [al]’s high F3 than after [ar]’s
low F3, and they interpreted this result as evidence that
auditory contrast between the target syllable and the non-
speech context shifts the response bias. This shift could not
be the product of compensation for coarticulation because
listeners would not perceive a syllable as coarticulating with
a pure tone. Because auditory contrast between context and
target could also explain the response biases they obtained
with speech contexts in their Experiment 1, Lotto and
Kluender argued that it provided the most parsimonious ac-
count of the response biases they observed with speech as well
as nonspeech contexts. Experiment 3 is also the mirror image
of Stephens and Holt’s use of speech contexts to produce
contrast with nonspeech targets.

We argued above that compensation for coarticulation, as it
is conceived in the direct-realist account of context effects,
cannot change sensitivity, even when the contexts are speech,
because a change in sensitivity distorts the percept of the
signal’s acoustic properties and, thus, corrupts the information
those properties would convey about the articulations that
produced them. However, a less theory-bound alternative
could explain the results of Experiment 2 as a product of
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compensation for coarticulation when the contexts are speech.
Lotto and Kluender (1998) showed that nonspeech contexts
affect categorization, or in the terms of this article, the lis-
tener’s criterion for deciding whether the following syllable
began with [g] or [d]. Experiment 3 tests whether such con-
texts are also capable of altering sensitivity to the difference
between a more [g]-like and a more [d]-like stop—specifical-
ly, whether the two stops become more discriminable as the
frequencies of preceding pure tones differ more from the
stops’ F3 values. It thereby intertwines this article’s goals:
determining whether contexts that differ spectrally from their
targets can increase sensitivity to differences in neighboring
targets and whether those sensitivity changes arise from the
auditory response to the signal’s acoustic properties, and not
from their possible articulatory origins.

Method
Participants

Twenty new listeners from the same population as Experi-
ments 1 and 2 participated in this experiment.
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Stimuli

In this experiment, the stimuli consisted of a 250-ms-long
pure tone followed by a syllable. The RMS amplitude of the
tone equalled the average of the original [al-ar] syllables. The
frequencies of the tone and of the onset frequency of the
syllable’s F3 varied in 11 equal linear steps from a minimum,
relatively low [g]-like value of 2260 Hz to a maximum,
relatively high [d]-like value of 2504 Hz. These values are
in the middle of the [d—g] continuum used in Experiments 1
and 2, and the stops were thus neither strongly [g]- nor [d]-
like. The interval between the end of the tone and the onset of
the formants in the syllable was 100 ms. It consisted of 15 ms
of silence, followed by 85 ms of low-frequency periodic
energy simulating closure voicing. On each trial, a pair of
these stimuli were played.

As is shown in Fig. 11, the syllables’ F3 onset frequen-
cies in a pair always differed by seven equal linear steps
(173 Hz), and the tones’ frequencies corresponded to each
of the eight 24 to 25 Hz steps between that pair of stops’ F3
onset frequencies. For example, if the syllables’ F3 onset
frequencies were 2331 and 2504 Hz (the highest pair), the
preceding tones’ frequencies varied from 2331 to 2504 Hz
(for this pair of F3 onset frequencies, see Table 7 as well as
the figure) in zero to seven steps or differed from the stop’s
F3 values from 0 to 173 Hz in 24 to 25 Hz steps. The three
lower pairs of [g]-like and [d]-like F3 onset frequencies
were 2307 and 2480, 2282 and 2455, and 2260 and 2433
Hz, and the tones’ frequencies varied accordingly, like
those illustrated in Table 7 and Fig. 11.

As Table 7 and Fig. 11 show, the tone’s frequency was
always greater than or equal to the F3 onset frequency of the
more [g]-like stop in the pair and less than or equal to the F3
onset frequency of the more [d]-like stop. Thus, when the
tone’s frequency differed from the stop’s F3, the F3 percept
could contrast with the preceding tone, and if it did, the [g]-

Table 7 Exemplary stimulus characteristics: Tone and /3 onset frequen-
cies in Hz, the absolute values of the differences between tone and F3
onset frequencies, and the frequency difference in steps between the tone
preceding the [g]-like stop and that preceding the [d]-like stop, for the [g]-
and [d]-like stops with the highest pair of F3 onset frequencies

tone, |[g]-like stop tone; [d]-like stop [tone—syllablel tone,~tone,
2331 2331 2504 2504 0=0 —7=-173
2356 2331 2479 2504 1=25 —5=-123
2380 2331 2455 2504 2=49 —3=-175
2405 2331 2430 2504 3=74 —1=-25
2430 233] 2405 2504 4=99 1=25
2455 2331 2380 2504 5=124 3=75
2479 2331 2356 2504 6=149 5=123
2504 2331 2331 2504 7=173 7=173

like stop could sound even more like [g] and the [d]-like stop
even more like [d]. As is shown in the table, as the tone before
the [g]-like stop increased in frequency and became progres-
sively more different from the stop, the one before the [d]-like
stop decreased in frequency and likewise became progressive-
ly more different from the stop. If the percept of the stops’ F3
onset frequencies contrasts with the frequency of the preced-
ing tone, listeners should discriminate a pair that combines the
highest tone (in the example, 2504 Hz, the highest tone in
Fig. 11a) with the [g]-like stop and the lowest tone (2331 Hz,
the lowest tone in Fig. 11b) with the [d]-like stop (bottom row,
next-to-last column) better than the pair that combines the
lowest tone (2331 Hz) with the [g]-like stop and highest tone
with [d]-like stop (top row), even though the differences in the
tones’ frequencies are equally large. Table 7 also shows that
the stimuli can be grouped in pairs by the size of the difference
between the tones (last column). If listeners, instead, discrim-
inate the stimuli by the difference in tones alone, they should
be better at discriminating pairs of stimuli in which frequency
differences between the two tones are large (closer to the top
and bottom rows) and equally good for pairs in which the
absolute values of the frequency difference between the tones,
|tone,~tone,|, are equal (values the same number of rows up
and down from the middle).

Procedure

A trial consisted of a presentation of a pair of tone—syllable
sequences, separated by a 500-ms silent interval, followed
by the appearance of the response prompts “1” and “2” on
the left and right sides of an LCD screen. These prompts
remained on the screen for 2,000 ms or until the listener
responded, whichever was earlier. Listeners clicked the
corresponding button on the response box to identify which
stimulus contained their target syllable. On training trials,
feedback in the form of the words “correct” or “incorrect”
was displayed on screen for 1,000 ms immediately after-
ward; no feedback was provided on test trials. The two-
interval forced choice (2IFC) task was used because it
requires fewer trials and is generally easier for participants
than the AX (same—different) task, so long as they under-
stand what categories the stimuli are to be assigned to. In
addition, listeners’ attention was not drawn in any way to
the preceding tones.

The experiment began with 32 training trials in which
listeners heard two repetitions of all four possible pairs of
[g]-like and [d]-like stops in both orders, preceded by tones
whose frequencies differed from the following stops’ 3 onset
frequencies by zero or seven steps. Each block of test trials
consisted of a single presentation of each of the four possible
pairs of [g]-like and [d]-like stops in both orders, preceded by
the eight possible tones (a total of 64 trials per block). A total
of eight test blocks were presented, which yielded 16 trials for
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Fig. 12 (a) Averaged d' values (standard errors) and (b) averaged ¢ values
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between the preceding tone and the stop’s /3 onset frequency (in steps)
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each stimulus pair. Listeners took self-timed breaks between
blocks of trials.

Eleven “[d]” listeners identified which stop in the two
syllables, the first or second, sounded more like [d], and 9
“[g]” listeners which sounded more like [g].

Procedures were otherwise the same as those in Ex-
periments 1 and 2.

Analysis

Responses were pooled across the four possible [g]-like and
[d]-like pairs to obtain enough trials (64) to calculate reliable d'
values. Since the format is 2IFC, the formula in Equation 5 was
used to calculate these values (Macmillan and Creelman 2005):

d' = [z(Hits)—z(False alarms))/\/2 (35)

Table 8 Interaction of stop-tone frequency difference and the target
response

Estimate SE t p
Intercept —0.0070 0.1333 -0.052 >0.10
g versus d 0.0696 0.1333  0.522 >0.10
Stop-tone difference 0.0299 0.0060 4.986 <0.0001
g versus dxstop-tone difference  0.0140 0.0060 2.342  0.0089
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values for (¢) [d]-listeners and (d) [g]-listeners. The plotting symbols
represent the sign and the size of the frequency difference between the
tones as listed in the last column of Table 7 (smaller black=positive and
larger gray=negative differences)

Results

Figure 12 shows that d' values increased with the frequency
difference between the tones and the F3 onset frequencies of
the following stops, and they increased more for the [d] than
the [g] listeners.

A two-step hierarchy of linear mixed-effects models was
again constructed. The dependent variable was the d' values,
centered by subtracting the mean from each value, and the fixed
effects were the centered target response (“g”=—1, “d”=1) and
the stop-tone differences (centered by subtracting 7 from twice
the difference in steps between the stop and the tone). The
random effects were the effects of listener on the intercept and
slopes of the fixed effects. Listener is nested within target
response in these random effects.

The model that included the interaction between the target
response and the stop-tone difference fit significantly better,
*(8) = 16.018, p = .0421, and the estimate for this term was
also significant, so this model is interpreted. The estimates in
Table 8 show that the stimuli became significantly more dis-
criminable as the frequency difference between the tones and
the following stops’ F3 onsets increased and that this increase
was significantly greater for the [d] than for the [g] listeners.
The two groups of listeners did not differ significantly in their
overall ability to discriminate the stimuli. This is the result
predicted by the contrast, but not the compensation account.
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Were listeners using the tones alone to discriminate
the stimuli?

There is a subtle way in which listeners could have used the
tones to discriminate the stimuli rather than differences in
the perceived values of the syllables’ F3 onset frequencies.
Since the tone’s frequency was always higher than or equal
to F3’s onset frequency in the more [g]-like stop in a pair and
lower than or equal to F3’s onset frequency in the more [d]-
like stop, listeners could have used either the direction of the
difference between the tone and the stop’s F3 onset frequen-
cy or which of the tones was higher or lower to predict
which syllable was more [g]- or [d]-like. The first strategy
depends on listeners being able to compare the pure tone’s
frequency with the syllable’s F3 onset frequency, which
may be difficult to do, while the latter depends only on the
much simpler task of determining which of the two tones is
higher (or lower). The latter strategy would become espe-
cially effective as the tones’ frequencies came to differ
more, and it would thus appear to yield results very much
like those obtained.

This strategy also predicts a noticeable bias toward identi-
fying the more [g]-like stimulus as the one preceded by the
higher tone and the more [d]-like stimulus as the one preceded
by the lower tone. In its simplest form, where listeners use the
tones alone, they would be equally likely to mistake the
second stimulus for the more [g]-like one in a 2331-2331
low-[ga] and 2504-2504 high-[da] tone—syllable pair as to
correctly identify that stimulus as more [g]-like in a 2331—
2504 low-[da] and 2504-2331 high-[ga] pair. For [g] listeners,
such a bias would show up as increasingly negative values for
the criterion c as the tone difference between the two stimuli
becomes more positive, while for [d] listeners, ¢ values should
instead become more positive as the tone difference becomes
more positive.

Figure 12b confirms neither prediction: ¢ values do
not become more positive for [d] listeners, nor do they
become more negative for [g] listeners, as the difference
in tones became more positive. Figures 12c, d show that
bias is unrelated to sensitivity for both groups of lis-
teners [[d] listeners, » = .0081, A86) = 0.0753, p > .10;
[g] listeners, » = —.1064, #(70) = —0.8958, p > .10].

A two-step hierarchy of linear mixed effect models was
again constructed in which the bias measure ¢ calculated from
grouping the stimuli by the frequency difference between the
tones served as the dependent variable. Because this measure
already varies about 0, it was not centered. The fixed effects
were the centered target response and the tone difference (in
steps), and the random effects were the effects of listener on
the intercepts and slopes of the fixed effects. None of
the estimates were significant in either model (p > .10), and
adding the interaction term did not significantly improve the
fit of the model to the data.

Discussion

These results show that the stops differing in their /3 onset
frequencies become more discriminable as the difference be-
tween the preceding tones and the stops’ F3 onset frequencies
gets larger. They support interpreting the finding in Experi-
ment 2 that HL-LH [lg—rd] pairs are more discriminable than
HH-LL [ld-rg] pairs as evidence that the perceived value of
the stops’ F3 onset frequencies is exaggerated during
prelinguistic auditory processing when the energy distribution
in the spectrum of the preceding context differs. This result
dovetails with that obtained in Experiment 2, where a spec-
trally different speech context exaggerated the perceived value
ofthe F3 onset frequency of a following stop, and in doing so,
confirms the hypothesis that this effect of context is auditory
in origin. It also confirms the hypothesis that contrast with its
context can exaggerate the target’s perceived value for an
acoustic property, and not only shift the criterion for catego-
rizing the target. Further analysis tested an alternative expla-
nation in which listeners used the difference in tones to deter-
mine which syllable was more [d]- or [g]-like. A difference in
the relationship between response bias and the size and sign of
the difference between the two tones in a stimulus predicted
by this alternative did not materialize.

General discussion
Summary

Experiment 1 replicated Mann’s (1980) original finding
that listeners respond “ga” more often after [al] than after
[ar]. The likelihood of a “ga” response increased contin-
uously as the liquid became more [1]-like. When listeners
categorized the liquid as [l], they were also more likely
to categorize the stop as [g]. However, neither the acous-
tics nor the categorization of the stop influenced the
categorization of the liquid.

Experiment 2 showed that the context exaggerated the
perceived value of the target, rather than merely shifting
the criterion for deciding which category it belonged to.
Stimulus pairs in which the liquid and stop differed spec-
trally (HL-LH [lg]-[rd] pairs) were more discriminable
across the stimulus space than those in which the liquid
and stop were spectrally similar (HH-LL [Id]-[rg] pairs).
By replacing the liquid contexts with pure tones that
mimicked the acoustic difference between [1] and [r],
Experiment 3 showed that exaggeration originates in the
auditory response to the stimuli. The discriminability of
[da] from [ga] syllables increased as the frequency differ-
ence between the stops’ F3 onset frequencies and the
preceding tones increased.

@ Springer



Atten Percept Psychophys

Taken together, these results support the auditory
contrast account of context effects in speech perception,
rather than the compensation for coarticulation account.
They also show that auditory contrast between context
and target does not just shift the criterion for categoriz-
ing the target but actually exaggerates the perceived
value of the energy distribution in its spectrum.

In this article, we have argued that the perceptual effects of
a sound’s context on its perception are best accounted for as a
product of contrast between the acoustic properties of the
target sound and its context. We have also argued that the
perceptual effect of auditory contrast between context and
target cannot be limited to shifting the criterion for deciding
what category the target sound belongs to but must also
exaggerate the perceived value of the target’s affected acoustic
properties to account for listeners’ greater sensitivity to acous-
tic differences between adjacent targets when they can con-
trast with their contexts. Finally, we have argued that contrast
is an auditory effect, and not compensation for coarticulation,
because nonspeech contexts also increase sensitivity to differ-
ences between speech targets. We do not mean to suggest,
however, that the only kind of perceptual effects of a sound’s
context are those produced by online, auditory contrast be-
tween a target sound and its context or even that listeners may
not, on occasion, compensate for coarticulation. In the
next section, we distinguish once again between the
effects of a criterion shift and exaggeration by reviewing
results reported by Holt (2005, 2006). The three sections
that follow review evidence that context effects can arise
in other ways than contrast.

A criterion shift or exaggeration?

Holt (2005, 2006) showed that following a long series of
brief pure tones whose frequencies varied randomly about a
high frequency mean, listeners responded “ga” more often
to a [da—ga] continuum than after an otherwise similar
series whose frequencies varied randomly about a
lowfrequency mean. In both high and low contexts, the last
tone in the series was intermediate in frequency, so the tone
that immediately preceded the syllable was neither high nor
low and, thus, not the source of contrast. Holt (2005)
showed that response biases did not diminish as the interval
between the end of the high or low tone series and the
syllable lengthened to 1.3 s. The persistence of the bias
was also unaffected by whether that interval was length-
ened by adding silence or repetitions of the intermediate
tone. Holt (20006) attributed the response biases induced by
the tone series to “stimulus-specific adaptation” at a central
stage in the auditory pathway, possibly in the primary
auditory cortex, where the time constants for adaptation
are relatively long. Adaptation is a product of depressing
neural responses to repeated characteristics of the auditory
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input—in this case, the mean frequency of the tone series
(Ulanovsky, Las, and Nelken 2003; Ulanovsky, Las,
Farkas, and Nelken 2004). Adaptation is also most readily
interpreted as the neural mechanism that makes a criterion
shift possible later, because it reduces the likelihood of
neurons responding at one range of frequencies, as com-
pared with others, and thus the likelihood of the response
associated with that frequency range.

The results of Experiments 2 and 3 show that the context
does more to the percept of the target than reduce the
likelihood of neurons responding and the associated re-
sponse. It apparently exaggerates the target’s value along
the affected perceptual dimension. A context that concen-
trates energy at high frequencies makes an ambiguous tar-
get sound lower and does not just reduce the likelihood of
the response associated with the low endpoint of a contin-
uum. If all that the [1] and [r] contexts did was shift the
criterion for categorizing the stop as [g] or [d], the [Ig-rd]
HL-LH pairs would have been no more discriminable than
the [ld-rg] HH-LL pairs across the stimulus space in Ex-
periment 2. These findings replicate Stephens and Holt’s
(2003) findings that contrasting speech contexts increased
sensitivity for both speech and nonspeech targets. They
extend them by showing that liquids that differ
subcategorically can exaggerate the perceived values of
following stops’ spectra and that the nonspeech contexts
used in Experiment 3 can do so, too.

Are context effects exclusively auditory?

Although listeners’ responses can be biased by nonauditory
context properties—for example, knowledge of lexicality
(Ganong 1980; Pitt and Samuel 1993), transitional proba-
bilities (Magnuson et al. 2003; McQueen 2003; McQueen
et al. 2009; Pitt and McQueen 1998; Samuel and Pitt 2003),
phonotactics (Berent et al. 2009; Berent et al. 2007; Breen
et al. 2013; Coetzee 2005; Dehaene-Lambertz et al. 2000;
Dupoux et al. 1999; Dupoux et al. 2001; Hallé and Best
2007; Massaro and Cohen 1983; Moreton 1999, 2002;
Moreton and Amano 1999), and phonological processes
(Darcy et al. 2007; Darcy et al. 2009; Gaskell 2001; Gaskell
and Marslen-Wilson 1996, 1998; Gow 2001, 2002, 2003;
Gow and Im 2004; Mitterer et al. 2006a; Mitterer et al.
2006b)—such knowledge-driven context effects are tan-
gential to this article’s focus.

Of more immediate relevance is Smits’s (2001a) finding
that Dutch listeners are more likely to identify a sibilant
fricative as “s” than as “[” before the close front rounded
vowel [y] than its unrounded counterpart [i] and that the
lowness of the vowel’s F3, an acoustic correlate of
rounding, and the categorization of the vowel as “y” influ-
enced the fricative judgment independently (see also Smits
2001b). The greater likelihood of an “s” response before a
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vowel with a lower F3 could be interpreted as an effect of
auditory contrast: The energy concentration in the fricative
is perceived as higher and more like [s] before a vowel with
a lower F3. However, the independent effect of the vowel’s
categorization cannot be a product of contrast. Smits
(2001a) proposes, instead, that listeners respond “s” more
often when they categorize the vowel as “y” because they
have learned that the energy concentration in a fricative is
lowered when it is coarticulated with a rounded vowel.

Mitterer (2006) suggests that the vowel’s 3 may affect the
fricative response only indirectly through its effect on the
vowel’s categorization—that is, by what he refers to as “pho-
nological mediation.” In his first experiment, Mitterer used a
seven by seven, [s-f] by [y—i] stimulus array and replicated
Smits’s (2001a) findings that both the lowness of the following
vowel’s F3 and its categorization as “y” increased the likeli-
hood of an “s” response to the fricative. He also found evidence
suggestive of phonological mediation: Listeners were more
likely to respond “s” before a vowel with a lower /3 when
they were also more likely to categorize that vowel as “y.”

Mitterer’s (2006) next two experiments distinguished this
interpretation from one in which the vowel’s F3 influenced the
fricative response directly via auditory contrast. In the first, the
vowels following the fricatives were replaced with pure tones
whose frequencies matched the vowels’ F3s. If the fricative
directly contrasted with its following context, listeners should
have responded “s” more often as the frequency of the tone
got lower. Their responses, instead, did not differ significantly
as a function of the tones’ frequencies. In the second, a subset
of the original fricative by vowel stimulus array consisting of
all seven fricatives and intermediate steps four—six along the
[y—i] continuum was combined with video recordings of a
Dutch speaker pronouncing the syllables [sy, [y, si, [i]. When
the visual vowel was rounded [y], “s” responses were signif-
icantly more frequent overall than when it was unrounded [i].
Also, “s” responses were significantly more frequent overall
when the auditory vowel’s F3 was lower. The results of these
last two experiments suggest that the effect of the vowel’s
acoustics in Mitterer’s first experiment and that reported by
Smits (2001a) are indirect and mediated by their influence on
the vowel’s categorization as “y” versus “i.”

Even though these results do not support an auditory con-
trast account, as Mitterer (2006) himself observes, they also
do not distinguish between an account like Smits’s (2001a),
where listeners have learned that fricatives’ energy concentra-
tions are lower next to rounded vowels, and one like Fowler’s
(2006), where they instead parse the signal’s acoustic proper-
ties into the articulations that produced them. As Mitterer also
observed, they do not rule out auditory contrast accounts of
other context effects, like the one that has been this article’s
cynosure.

Our purpose has not been to show that auditory contrast is
responsible for all context effects but, instead, that it is the

only mechanism that could exaggerate the perceived differ-
ence between two intervals when an acoustic property chang-
es between them. Such exaggeration predicts the common
finding that a target sound is perceived as different from its
context, but the contrast account has nothing to say about
context effects that arise from combining visual with auditory
information, from the context’s categorization, or from the
listeners’ knowledge. It should not be a surprise that context
effects in speech perception arise from multiple sources. After
all, speech sounds are realized as articulations, then as acous-
tic properties, and finally as auditory qualities in the speech
chain; they are constituents of lexical entries; they are manip-
ulated and regulated by phonological grammars; the statistics
of their (co)-occurrence vary considerably; and finally, their
realizations vary enormously with the contexts, broadly con-
strued, in which they occur. The contrast account is not
undermined by the number and variety of context effects,
but only by failures of its own predictions, such as failures
of nonspeech contexts to alter percepts in the same way as
acoustically similar speech contexts.

Are the perceptual adjustments for context learned?

Smits (2001a, 2001b) interpreted his finding that Dutch lis-
teners respond “s” more often before a vowel that they cate-
gorize as “y” than before one that they categorize as “i” as
evidence that they had learned that the energy concentration in
a sibilant fricative is lower before a rounded than before an
unrounded vowel. Mitterer’s (2006) description of that finding
and his own as “phonological mediation” does not conflict
with this interpretation. Cross-linguistic comparisons of lis-
teners’ perceptual adjustments for systematic variation of
target sounds with their contexts provide further evidence that
these adjustments may be learned: These adjustments differ
between listeners as a direct function of how much the target
sound’s articulation and, thus, its acoustics are typically altered
by its context in their native language.

For example, in an acoustic study of trans-consonantal
vowel-to-vowel coarticulation, Beddor et al. (2002) showed
that speakers of both Shona and English anticipated the artic-
ulation of the following vowel in the current one, but only
speakers of English also carried over the articulation of the
preceding vowel well into the current one. Unstressed vowels
coarticulated more than stressed vowels in English, but not
Shona, even though the unstressed vowels were unreduced in
English. The compensatory perceptual adjustments of
speakers of these languages corresponded to a large extent
with the production data, but not completely. In a discrimina-
tion task, both Shona and English listeners compensated for
anticipatory coarticulation, but Shona listeners did not com-
pensate any less than English listeners for carryover articula-
tion, apparently because the Shona listeners performed poorly
overall in this condition. In a categorization task, Shona and
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English listeners again compensated equally for anticipatory
coarticulation, but the English listeners compensated very
little for carryover coarticulation in categorizing an [a—e¢]
continuum, as compared with the Shona listeners. Beddor
et al. attributed this anomaly to the English listeners’ hearing
intermediate steps along this continuum as [2] and, thus, more
like [a] than [e]. When the English listeners categorized an [o—
e] continuum instead, they compensated as predicted for car-
ryover as well as anticipatory coarticulation. The extent of
compensation in the categorization tasks by listeners from
both languages also closely matched the sizes of the
coarticulatory effects observed in the production study.

Although some uncertainties linger, these results con-
firm the prediction that listeners will compensate more for
familiar than for unfamiliar patterns of coarticulation and,
more generally, that listeners learn what perceptual adjust-
ments to make for the contexts in which sounds occur from
their experience of how much those sounds are typically
altered by coarticulation with those contexts. Even so, we
may ask whether what they have learned is to compensate
more when coarticulation is more extensive. Alternatively,
they could have learned that the target sound contrasts more
with its context when coarticulation is more extensive. For
example, if the acoustic influence of a preceding [i] extends
further into the vowel in the next syllable and, thus, raises
F2 more at the beginning of that vowel, as it does in
English, then this context would be a more extreme and a
nearer source of auditory contrast with the following vowel
than it would in Shona, where carryover coarticulation does
not extend so far. Effects of learning are, in any case,
unexpected only if no further perceptual adjustments are
made for the target’s context after or in addition to those
auditory contrast is responsible for.

Yet other context effects

Fowler (2006) argued that compensation for coarticulation
is a better account than auditory contrast of the perceptual
adjustments listeners make for context, because it explains
a larger variety of cases. One of these is the finding reported
by Silverman (1987) that listeners judge a given FO peak as
less prominent when it occurs on a close than when it
occurs on an open vowel—for example, on the [i] in
feasting rather than the [&] in fasting. Like Silverman,
Fowler (2006) attributed this effect to listeners’ compensat-
ing for the intrinsically higher F0 values of close, as com-
pared with open, vowels. The important difference between
this example and all the others considered here is that the
context, the closeness of the vowel and its intrinsic FO,
occurs in the same interval as the target, the intonationally
determined height of the FO peak on the vowel, rather than
being adjacent to it. Because the vowel’s closeness and the
intonation affect the same acoustic property within the
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same interval, there is no way in which they can contrast.
However, their articulatory sources can be separated: Rais-
ing the tongue body to produce a close vowel by
contracting the posterior genioglossus also pulls the hyoid
bone forward and, thereby, tilts the thyroid cartilage for-
ward and stretches the vocal folds, while raising FO to
produce an FO peak is achieved by contracting the
cricothyroid, which also stretches the vocal folds by tilting
the thyroid cartilage forward. If listeners perceive the artic-
ulations that determine the signal’s acoustic properties, they
can parse the two ways in which the thyroid cartilage was
tilted forward and, thus, their independent effects on F0 and
appropriately attribute some of the F0 peak’s height to the
vowel’s closeness, rather than the intonation.

We agree that this perceptual adjustment cannot be at-
tributed to auditory contrast, but we dispute attributing the
FO difference between close and open vowels to a mechan-
ical perturbation of the hyoid bone and thyroid cartilage by
the posterior genioglossus contraction that raises the tongue
body. This argument is developed in detail in Kingston
(1991, 1992) and is not repeated here (but see also Whalen,
Gick, Kumada, and Honda 1999, for objections to
Kingston’s arguments). Instead, we sketch an alternative
in which FU is deliberately raised in close vowels to bring
the first harmonic close to their low F1 and narrow the
lowest band of energy in the vowel’s spectrum. This
narrowing enhances the distinction between a close vowel
and a more open one, where a lower F0 and and a higher F1
create a broader lowest frequency energy band (for
evidence that intrinsic F0 differences may enhance the
contrast between close and more open vowels in this way,
see Diehl and Kluender 1989; Fahey et al. 1996; Hoemeke
and Diehl 1994; Syrdal and Gopal 1986). If listeners
treat the raising of FU in a close vowel as contributing
to the percept of its closeness, they might discount that
contribution from their judgment of how prominent the
FO peak is on that vowel, producing the lower judgment
reported by Silverman (1987). This parses the vowel’s
FO value not into the contributions of different articula-
tions but, instead, into its strictly acoustic contributions
to conveying different parts of the linguistic message,
the vowel’s closeness and prominence.

Listeners parse F0 in this account, too, but quite differ-
ently than they do in the compensation account. Instead of
perceiving a close vowel’s intrinsically higher FO as an
unintended, mechanical by-product of tongue body raising
that must be discounted before the listener can properly
judge the height of the FO peak on the vowel, listeners
instead interpret some of that peak’s height as positive
information about the vowel’s closeness and use only the
remainder to judge the peak’s prominence. And instead of
parsing FO into the articulations that produce it, listeners
parse it into the different parts of the message’s phonic
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Table 9 Individual F2—-F4 offset frequencies and average frequencies of
adjacent formants

Language Context F2  F3 FA (F2,F3) ((F2,F3) ((F2,

F3,F4)
English 1 1060 2600 3600 1830 3100 2420
1 1350 1800 3050 1575 2425 2067
Tamil 1440 2010 3610 1725 2810 2353
1 1600 1780 3100 1690 2400 2160

content that it provides information about. Finally, like the
auditory contrast account of how listeners adjust their per-
cepts for adjacent targets and contexts, this alternative
refers only to the acoustic properties of the signal and their
proximal auditory correlates, and not to the distal articula-
tions that might have produced them.

Responding to further challenges to the contrast account

That listeners perceive a target as contrasting with its context,
rather than compensating for its coarticulation with that con-
text, appears to be supported by Lotto and Kluender’s (1998)
finding that frequency-modulated (FM) and pure tones that
mimic the F2, F3, and F4 differences between [al] and [ar]
shift the likelihood of a “g” response in the same direction as
the spoken contexts do. Neither FM nor pure tones would be
perceived as a source of coarticulatory perturbations of the
stop’s place that listeners would be expected to compensate
for. Recently, Viswanathan, Fowler, and Magnuson (2009)
showed that Lotto and Kluender’s results may have depended
on the FM and pure tones having the smallest possible band-
widths and the same total RMS amplitudes as the original
syllables. They thus concentrated considerable energy into the
narrowest possible frequency range. When Viswanathan et al.
(2009) manipulated the intensity, trajectory, and bandwidth of
nonspeech analogues of [al] and [ar] contexts so as to match
those of F3 alone in the original syllables more and more
closely, the differences in the likelihood of “g” response
shrank and eventually disappeared. Because the F3 differ-
ences between [al] and [ar] are sufficient to shift “g” response
likelihoods when they are heard in the context of the remain-
der of these syllables, despite their low intensities, time-
varying trajectories, and broad bandwidths, Viswanathan
et al. (2009) argued that contrast cannot be the responsible
mechanism in these speech contexts. Following Fowler et al.
(2000), they argued that the speech targets may be masked by
the intense, minimal bandwidth nonspeech contexts used by
Lotto and Kluender. Viswanathan’s (2009) finding that shifts
in response likelihoods shrink as the frequency difference
between nonspeech pure tone contexts and the stops’ F3
increase also appears to support a masking account of shifts
in such nonspeech contexts. We challenge these attributions of

Lotto and Kluender’s nonspeech results to masking in exper-
iments to be reported elsewhere, by showing the predicted
effects of masking do not emerge.

Viswanathan, Fowler, and Magnuson (2010) challenged
the contrast account in another way, by showing that the Tamil
alveolar trill [r] increased the likelihood of “g” responses just
as much as the American English alveolar [1] and that the
Tamil retroflex lateral [1] decreased them just as much as the
American English retroflex approximant [{] (which is repre-
sented as “r” in Viswanathan et al. 2010). This grouping of the
liquid contexts into these two pairs is expected if their percep-
tual effects are determined by their places of articulation, the
more anterior alveolars and the more posterior retroflexes,
respectively, but is unexpected if those effects are determined
by their acoustics, because F3 in Tamil [r] is nearly as low as
F3 in English [7]. The lower likelihood of “g” responses after
the Tamil retroflex lateral [l] could either be attributed to its
place of articulation or its low F3. When the spoken contexts
were replaced by pure tones at their F3 offset frequencies and
with RMS amplitudes equaling the original syllables, “g”
response likelihoods were greater after the highest of these
pure tones, the one mimicking American English [1], than after
any of the lower pure tones, after which “g” response likeli-
hoods did not differ. Essentially, the same results were obtain-
ed when the single pure tones were replaced with a pair of
pure tones at the F2 and F3 offset frequencies of the four
liquids, and when a third pure tone at the liquids’ F4 offset
frequencies was added, “g” response likelihoods were equally
low after the nonspeech analogues of both Tamil liquids,
noticeably higher after the analogue of American English [{],
and highest after the analogue of American English [1].

While these findings challenge any account that attributes
the perceptual effects of a context to the locations of peaks in
its spectrum, the conclusions that Viswanathan et al. (2010)
drew from them overlook how Lotto and Kluender (1998)
chose the frequencies of the pure tones for nonspeech stimuli.
The lower tone was the average frequency of the F2 and F3
offset frequencies of [ar], and the higher tone was the average
frequency of the F3 and F4 offset frequencies of [al]. The
tones thus do not reflect any single formant’s offset frequency
or any single peak in the original syllable’s spectra but, in-
stead, a coarser concentration of energy, at lower frequencies
at the end of [ar] and at higher frequencies at the end of [al].
Calculating similar averages from the F2—F4 offset frequen-
cies reported for the four liquids by Viswanathan et al. (2010),
as in Table 9, suggests an alternative, auditory explanation for
their findings in the original speech contexts.

Liquids shift “g” response likelihoods similarly when the
average offset frequencies of adjacent formants are similarly
low or high. This explanation is more plausible if the average
offset frequencies that matter are those between 3 and F4 or,
even more simply, the average offset frequencies of all three
formants. The average offset frequencies of F2 and F3 are in
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the right low-to-high order, but they do not group into low and
high pairs as tightly as these other averages do. Undoubtedly, the
contribution of each formant to these averages should be weight-
ed by its intensity, but Viswanathan et al. (2010) did not report
the formants’ intensities, and such adjustments cannot, therefore,
be made here. Accounting for the divergent perceptual effects of
the pairs and triplets of pure tones also requires that their inten-
sities be measured (or manipulated). The perceptual effects of
these four liquids therefore do not uniquely select compensation
for coarticulation over contrast as the responsible mechanism.

Concluding remarks

By supporting the contrast over compensation accounts of
context effects in speech perception, the results of these ex-
periments show that the objects of speech perception are
auditory qualities, rather than articulatory gestures. They thus
challenge both the motor and direct-realist theories of speech
perception. They also show that a speech sound’s context can
exaggerate its perceived value for some acoustic property, and

not merely change the likelihood that it will be assigned to one
category rather than another. They thus raise the possibility
that the acoustic signal produced by the speaker’s articulations
may be transformed by auditory processing before any lin-
guistic value is assigned to it.
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Appendix

Other stimulus parameters

The KLSYN8S stimulus parameters that did not vary in the
stimuli are listed in Table 10 below (Klatt and Klatt 1990). In
addition to these parameters, the values of A2F, A3F, A4F,
ASF, and AGF, the amplitudes of the frication-excited second—
sixth formants, were set at 36, 42, 48, 54, and 60 dB in the [d]
endpoint and at 60, 54, 48, 42, and 36 dB in the [g] endpoint

Table 10 Fixed synthesis parameters: times (in milliseconds) and values for the synthesis parameters that did not vary between stimuli

Segment Time AV AH AF F0 Fl B1 B2,B3 r4 B4 Fs B5 F6 B6 BNP, BNZ BTP, BTZ
a 0 0 0 0 155 800 1000 1000 3200 1000 4500 1000 4900 1000 1000 1000

40 62 150 125 100 125 350 250

210 800 3200 1000 1000
Liquid 270 325 3400 200 250

350 62 130 325 125 100 3400 125 350 250 200 250
Stop 360 59 1000 1000 1000 1000 1000 1000 1000

435 51

455 39 0 0 115 180 1000 1000 3500 1000 1000 1000
Burst 460 54 45

470 39 200 200 750 750 750
a 480 62 48 0 145

485 125 100 125 350 250

490 0

515 3200

525 800

680 62 130

705 61

725 350 250

735 125

745 125 100

760 58 110 1000 1000 1500 2000 2000

770 0

800 0 0 0 90 800 1000 1000 3200 1500 4500 2000 4900 2000 1000 1000

Note. AV, AH, AF=amplitudes of the voice, aspiration, and frication sources in dB; FO=fundamental frequency in Hz: F1, FA-F6=first, fourth-sixth
formant frequencies in Hz; B1-B6=bandwidths of the first—sixth formants; BNZ, BNP, BTP, BTZ=bandwidths of the “nasal” and “tracheal” poles and
zeros in Hz. These parameters were used along with their corresponding frequencies, FNP, FNZ, FTP, FTZ, to introduce additional poles and zeros in the
synthesis of the liquids (see the text for further details). Each parameter’s values were interpolated between the times when a value is listed for it in the
table. The sections in the table correspond roughly to the acoustic intervals of the segments listed in the first column.
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during the 585- to 595-ms interval. These parameters ramped
up to these values from 0 dB at 580 ms and then back down to
0dB at 605 ms. As with all other parameters that varied along
the stop or liquid continua, their values were interpolated
linearly for each of the five steps between the endpoints.
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